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Abstract. Today, artificial intelligence should be considered as one of the integral parts of
human life, which is directly interconnected with new trends in the development of information
and communication technologies in the life of society. The main difficulty in the study of
artificial intelligence is its complexity, since the use is carried out at the junction of several
areas of knowledge, which should include international law.

The problems under consideration have not lost their relevance at the present time. In order to
compare different legal systems within the framework of this study, it is proposed to analyze
the norms of international law in order to establish the best model for possible adaptation of the
legal norms of different states and bring them to a common denominator.

Many states note as one of the priority tasks the legal regulation of artificial intelligence
and its use in various spheres of society, including in the field of healthcare. This task has
Qained increased urgency, including in connection with the development and spread of a
new coronavirus infection, which further intensified the penetration of information and
communication technologies into the everyday spheres of society, which was implemented,
among other things, through the introduction of artificial intelligence technologies.
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Introduction

The development of information and communication technologies in modern society
contributes to the solution of many problems that face the modern state. Technological
solutions, techniques and methods, interconnected with the capabilities of artificial intelligence,
are widely introduced into many areas of public life. Thus, according to experts, thanks to the
introduction of artificial intelligence methods, by 2024 there will be a significant growth in the
global economy, which will amount to at least 1 trillion US dollars. The versatility of artificial
intelligence technologies can make it possible to integrate almost any area of human life. Thus,
by 2030 it is planned to introduce unmanned vehicles, digital assistants, automated methods of
providing first aid, etc.

Therelevance of artificial intelligence as one of the areas of modern scientific and technological
progress is explained by its wide possibilities and prospects for application in various fields
of scientific knowledge, including medicine and pharmaceuticals. The introduction of artificial
intelligence methods in practical medicine has a positive effect, since it reflects trends in the
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realization of the right to health care and the receipt of high-quality and affordable medical care,
provided and guaranteed by the norms of the Constitution of the Republic of Kazakhstan and
the norms of international law.

Methodology

The current research work includes a number of analyzes of the laws and regulations of
different countries and international organizations in the field of the use of artificial intelligence
in healthcare.

The study used various research methods, including comparative legal analysis. The use of
a comparative approach helped to identify the reasons for choosing this approach and to identify
the benefits of comparing laws from different jurisdictions or time periods, for example, to find
common ground or to find best practices and solutions. The comparative method helped to better
understand our home jurisdiction by analyzing how other jurisdictions deal with the same issue.
This method can also be used as a critical analytical tool to identify specific features of a law. The
disadvantage of this method is the difficulty of finding materials from other jurisdictions.

Discussion

The digitalization of all sectors of the economy and public life has become a social trend
that has required appropriate legal regulation, including in the field of improving the norms of
international law. The new coronavirus infection (COVID-19) also required significant decisions
in the development of information and communication technologies, since, through the use of
artificial intelligence, methods began to be developed to counter the spread of COVID-19 and
other new possible pandemics [1].

The rapid development of coronavirus infection, combined with its high mortality, has
demonstrated an insufficient level of effectiveness of the human health protection system,
especially during the first months of the spread of the infection, which made it possible to use
artificial intelligence as a method of predictive analytics. Thus, data obtained through analysis
can be used to build a predictive retrospective model that allows you to answer the question:
“What can happen?” when certain conditions are met. At the same time, the use of the model
under consideration makes it possible to evaluate the effectiveness of certain managerial
decisions made at various levels in order to assess possible scenarios for the spread of diseases,
the burden on medical organizations, the need for medicines, etc. The use of artificial intelligence
as a method of predictive clinical analytics allows answering the question about the dynamics of
the spread of the disease in a particular patient [2].

Despite the noted widespread cases of the use of artificial intelligence, the problem of legal
regulation of the use of artificial intelligence remains the most problematic area.

Accordingly, the relationship between artificial intelligence, medical care and fundamental
rights and freedoms of citizens is obvious. Thus, the right to receive medical care is a key
constitutional right guaranteed to any citizen and inviolable, regardless of his social, age, gender
and other differences. Already today, artificial intelligence systems in the medical field are one of
the most promising areas. Thus, the use of artificial intelligence in the diagnosis and prescription
of treatment can reduce the risk of medical error by up to 70%.

So far, there are no multilateral international treaties — conventions adopted at the level of
the United Nations, which would fix universally binding provisions regarding the regulation of
artificial intelligence on a global scale. The creation of norms of international law of a universal
nature, the effect of which would extend to all states of the world, is still ahead. Only separate
documents have been adopted that contribute to the formation of the foundations of international
legal regulation in the field of artificial intelligence and are advisory in nature, that is, there is
legal regulation in the form of “soft law”, but the number of such documents is increasing.
And those documents that directly affect the legal regulation of Al systems in medicine and
healthcare have been adopted over the past few years [3].
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Thus, at the UNESCO level in 2021, the first global standard on artificial intelligence was
adopted. The UNESCO Guidelines on the Ethical Aspects of Artificial Intelligence consider
artificial intelligence as a technological system capable of processing data and information in a
manner resembling intelligent behavior, typically including aspects such as reasoning, learning,
recognition, prediction, planning and control. This recommendation has a separate chapter on
health and social well-being. Thus, Member States are encouraged to strive to use effective Al
systems to improve human health and protect the right to life, including to mitigate the impact of
disease outbreaks, building and maintaining international solidarity in the fight against global
health risks and uncertainties, and to ensure the deployment of systems Al in healthcare must
comply with international law and their human rights obligations. Also, Member States are
encouraged to pay particular attention to the regulation of prediction, detection and treatment
decisions for healthcare in Al applications by: (a) providing oversight to minimize and mitigate
bias; (b) ensuring that the professional, patient, caregiver, or service user is included on the
team as a “domain expert” at all relevant stages of algorithm development; (c) giving due
consideration to confidentiality due to the potential need for medical surveillance and ensuring
compliance with all relevant national and international data protection requirements; (d)
providing effective mechanisms to ensure that those whose personal data is analyzed know
and give informed consent to the use and analysis of their data without hindering access to
health care; (e) ensuring people are cared for and the final decision on diagnosis and treatment
is always done by people, recognizing that Al systems can also help in their work; (f) ensure
that Al systems are reviewed by an ethical research committee, as appropriate, prior to their
clinical use. Member States are encouraged to develop recommendations on human-robot
interaction and its impact on human relationships, based on research and aimed at the future
development of robots, with particular attention to the mental and physical health of people.
Particular attention should be paid to the use of robots in healthcare and care for the elderly and
disabled, in education, as well as robots for use by children, toy robots, chatbots and companion
robots for children and adults. In addition, artificial intelligence technologies should be
applied to improve the safety and ergonomics of the use of robots, including in the working
environment of a person and a robot. Particular attention should be paid to the possibility of
using Al to manipulate and abuse human cognitive distortions. Member States should ensure
that human-robot interaction is consistent with the same values and principles that apply to
any other Al systems, including human rights and fundamental freedoms, promoting diversity,
and protecting vulnerable people or people in vulnerable situations. Ethical issues related to
Al-based systems for neurotechnologies and brain-computer interfaces should be considered in
order to preserve human dignity and autonomy [4].

On September 13, 2021, the UN Human Rights Council published the report The right to
privacy in the digital age, which analyzed the human rights risks associated with AI [5]. The
paper focuses on the multifaceted impact of the ever-increasing use of Al on the enjoyment of the
right to privacy and related rights. The need for a moratorium on the sale and use of Al systems
that pose a serious danger to human rights is emphasized until appropriate security measures
are taken.

The World Health Organization (WHO) Guidance on the Ethics and Governance of Artificial
Intelligence for Health, published in July 2021 after two years of research, states that artificial
intelligence is the ability of algorithms encoded in technology to learn from data in a way that
could perform automated tasks without the need for explicit human programming of each step in
the process. This guide is currently the only comprehensive WHO AI document covering a wide
range of topics, including human rights. However, this document does not contain international
legal obligations and is only advisory in nature. As a specialized agency of the United Nations
and operating under the auspices of the United Nations, WHO is guided by all international
human rights instruments adopted by the United Nations.

Al has been and is being used in some wealthy countries to improve the speed and accuracy
of diagnosing and screening diseases; provide clinical care; strengthening health research and
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drug development; and supporting various public health activities such as disease control,
epidemic control, and health system management.

Al also allows patients to better monitor their health and better understand their changing
needs. It will also enable countries with limited resources and rural communities with limited
access to health workers or healthcare workers to close gaps in access to health services.

The aforementioned WHO recommendation outlines 6 core principles for the ethical use of
artificial intelligence in the medical field. This guide is the first consensus report on the ethical
use of Al in healthcare settings.

This white paper outlines the future of Al in healthcare and its potential to help clinicians
treat patients, especially in resource-limited areas. But he also notes that such technologies do
not solve health problems quickly, especially in low- and middle-income countries, and that
governments and regulators need to carefully examine where and how Al is being used in
healthcare.

According to the WHO, Al must reflect the diversity of socioeconomic conditions and health
status in order to avoid health inequalities. In addition, Al systems need to be trained to better
reflect the diversity of communities.

“They must be accompanied by digital skills training, community engagement and
awareness, especially if their roles and functions are automated to create and autonomy for
the millions of healthcare professionals, service providers and patients who need to become
digitally literate or retrained and work with machines. who may resist the decision,” the WHO
said in a statement.

According to the World Health Organization, ethical and human rights obligations
should be at the center of the discussion, as artificial intelligence is ubiquitous in the healthcare
ecosystem. Those implementing Al technology must address ethical and human rights issues at
every stage of the design, development, and deployment process.

In its guidance, WHO puts forward the following 6 ethical principles:

Protection of autonomy: people have the right to control their health and have the final say
in all decisions. Decisions should not be made by machines alone, and doctors can override them
at any time. Artificial intelligence should not be used to help anyone without their consent, and
patient data should be protected.

Ensuring human security. Developers must constantly ensure that any Als work correctly
and do no harm.

Ensuring transparency: Developers should publish information about the architecture of Al
tools. Since Al systems are black boxes, it is difficult for researchers and clinicians to understand
how they make decisions. WHO users and regulators want to be transparent enough to fully
understand and verify.

Responsibility incentives: When something is wrong with artificial intelligence technology,
for example, if a decision made by a device harms a patient, there should be mechanisms to
determine who is responsible (for example, manufacturers and clinical users).

Ensuring Equity: Tools are available in multiple languages and are trained to work with
different datasets. A careful study of the most common algorithms in healthcare over the past
few years has shown that some of them have racial overtones.

Developing sustainable Al systems: Developers should keep their tools updated, and
institutions should be able to make adjustments if a tool seems to be ineffective. Agencies or
companies should only use tools that can be repaired, even in resource-limited healthcare
systems [6].

The Ministry of Health of the Republic of Kazakhstan, in order to ensure the availability of
specialized medical care to the rural population, within the framework of the Code of the Republic
of Kazakhstan “On the health of the people and the healthcare system”, in 14 regions, in the cities
of Astana and Almaty, the National Telemedicine Network of the Republic of Kazakhstan has
been created and is successfully operating [ 7]. The current sanitary and epidemiological situation
is an active catalyst for the development of such technologies that provide remote interaction
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between people. Although the existing risks are not capable of drastically affecting this process,
it is not possible to deny their significance for the integration and spread of telemedicine. In this
regard, the current regulatory framework does not provide it with complete freedom of action
and establishes a certain framework for law enforcement:

- diagnosis, determination of treatment and remote monitoring of the patient’s health status
are appointed by the attending physician after a full-time appointment;

- an online consultation should be carried out for the purpose of prevention, collection,
analysis of patient complaints and anamnesis data, evaluation of the effectiveness of therapeutic
and diagnostic measures, medical monitoring of the patient’s health, or deciding on the need for
an in-person appointment.

At the same time, it should be understood that it is not subject to independent licensing as a
separate service, and its use will be lawful only through the use of the Unified State Information
System and only for those services for which a particular clinic has a valid license identified in
this system. In addition, for its functioning, a necessary condition is the mandatory recognition of
patients and medical workers (included in a special register) through the Unified Identification
and Authentication System [8].

The study of the possibilities of using artificial intelligence from the point of view of
international law began to develop since the 1990s, that is, from the moment the actual use
of robotics in various areas of public life began. Since 2017, national programs in the field of
artificial intelligence have been actively developed and put into practice. Such states include
China, Canada, Japan, France, etc.

In the Republic of Kazakhstan, Al legislation is just beginning to develop. Thus, the State
Program “Digital Kazakhstan” distinguishes artificial intelligence among many innovative
technologies. To date, it is planned to introduce artificial intelligence in industry, in particular in
the mining and manufacturing sectors, as well as the use of this technology in healthcare and the
creation of a smart city infrastructure [9].

According to the action plan for the implementation of the State Program “Digital
Kazakhstan”, in December 2019, a virtual consultant based on artificial intelligence on the public
services portal was to be introduced into management practice, and starting from 2017, the
Ministry of Health of the Republic of Kazakhstan annually reports on the implementation of
technology Al in healthcare (clause 37 of the Plan for the implementation of the State Program
“Digital Kazakhstan”).

In addition, the State Program for Industrial and Innovative Development of the Republic of
Kazakhstan for 2020-2025 provides for the training of qualified personnel, including in the field
of artificial intelligence [10].

However, there is no single legal act that would regulate legal relations in the field of artificial
intelligence in the Republic of Kazakhstan today. It should be noted that these steps in the
regulation of artificial intelligence technologies in the Republic of Kazakhstan comply with the
requirements of the Concept of Cooperation between the Member States of the Commonwealth
of Independent States in the field of digital development of society and the Priority Action Plan
for its implementation dated June 11, 2021. By this act, among other areas of joint activity , called
the need for the development of digital platforms and technologies of the participating States.
Ultimately, this will reduce the digital divide between the CIS countries and form common
approaches to the regulation of new technologies [11].

A different consolidated approach to the definition of the term “artificial intelligence”
continued to exist in the points of view of various scientists until the adoption of the above legal
acts.

However, at least the possibility of their evaluation from the point of view of legally
established prohibitions will already indicate the possibility of considering intellectual systems
as a subject of law. The indicated problem determines the lack of uniformity of opinions about
the nature of artificial intelligence, its types, independence, security, criteria of reasonableness,
as well as about what place it is predetermined in the existing legal field [12].
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The main tasks set by the development and implementation of artificial intelligence methods
include:

- design and development of software using artificial intelligence;

— availability and quality of data used in the field of artificial intelligence;

— protection of human rights and freedoms when using artificial intelligence systems,
bringing them into line with generally accepted principles and norms of international law.

The need for legal support in line with the norms of international law is explained, first
of all, by the importance of preventing the threats of the rash use of artificial intelligence that
violates the rights and legitimate interests of citizens, which can harm life and health.

Despite the presence of legal regulation of artificial intelligence in various states, the bills
lack sufficient specific wording that complicates the application of modern technologies in
practice. The solution to this problem may be the adoption of a specialized legal act that will
regulate the development and application of artificial intelligence technologies, including in the
healthcare sector.

Results

The main problems associated with the lack of a unified legal regulation in the field of
artificial intelligence include:

—Databreachrefers to any breach of security that results in “accidental or unlawful destruction,
loss, alteration, unauthorized disclosure or access to personal data”. Data breaches are common in
the healthcare sector and have many causes. — from malware and hacks to accidental or intentional
disclosure of personal health information by healthcare professionals. One study found that in
2016 and 2017 there were more than 1,300 PHI data breaches in 27 countries. In 2019, a data breach
in Singapore exposed the personal information of more than 14,000 people living with HIV [13].
Data breaches violate a person’s right to privacy and undermine trust in the healthcare system.
As technology advances and healthcare systems become more complex, the potential for data
breaches increases. To combat this risk, health systems must invest in information security and
data protection, but not all health systems may have the resources to do so.

- Differentiated care has been repeatedly documented as a result of algorithmic bias in Al
and other automated processes. This phenomenon may, for example, increase discrimination
in criminal justice and preventive policing, promote discriminatory employment decisions,
or conduct targeted Internet marketing campaigns with discriminatory effects. In healthcare,
research examining the application of Al has also shown that algorithms do not provide equally
accurate predictions of health outcomes based on race, gender, or socioeconomic status. This
raises concerns that Al will further reinforce discrimination and prejudice against individuals
on these grounds.

— Feature creep occurs when data that is collected for a particular purpose (such as personal
information provided as part of a health screening) is used for another purpose (such as checking
immigration status). This concern is relevant to all forms of digital health technology, but is
particularly relevant to biometrics where, for example, biometric data collected for digital health
purposes may be used for forensics or criminal prosecution.

One of the most complete regulations that exists today in the industry under study is
the Resolution of the European Parliament “On the rules of civil law in the field of robotics”
dated February 16, 2017 No. 2015/2103, which, meanwhile, is only advisory in nature [ 14]. The
resolution enshrines the principles of robotics, including responsibility (including ethical ones)
and the legal status of information systems.

Conclusion

One of the proposals aimed at the formation of a unified regulatory framework should
include the possibility of creating a specialized body under the auspices of the UN, following
the example of the European Union Agency for Robotics and Artificial Intelligence, which could
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come up with a recommendatory initiative in the field of a national concept for the development
of artificial intelligence in the field of medicine and healthcare, including at the international
level, and give appropriate recommendations and proposals on the legal regulation of the
application and use of artificial intelligence not only in the field of medicine and healthcare, but
also in other areas of human life.

At present, it is important to take the following steps aimed at legal regulation of the use of
artificial intelligence:

- consider the possibility of creating a legal act regulating the possibility of free
depersonalization of personal data and the subsequent use of depersonalized data, including
for the purposes of developing artificial intelligence technologies, with mandatory control to
prevent harm to the life and health of citizens, violation of human and civil rights and freedoms;
ensuring a special procedure for access to data collected by state bodies for the purpose of their
processing using artificial intelligence;

- develop a legal act providing for the possibility of creating conditions and guarantees
for providing special regimes for access to databases obtained as a result of collection and
processing using artificial intelligence in order to conduct scientific research, create new artificial
intelligence technologies and develop technological solutions for them basis.

— at the national level, supplement the provisions on the use of equipment based on Al
systems, especially in the treatment and diagnosis of cancer patients with the Code of the
Republic of Kazakhstan “On the health of the people and the healthcare system”, determine the
responsibility for a malfunction, treatment error when using medical equipment based on Al
systems .

Thus, based on the study, we can conclude that the use of artificial intelligence in the
healthcare sector will solve many practical problems related to providing a reliable, affordable
and high-quality solution. Artificial intelligence improves the accuracy of diagnostics, facilitates
the speed of development and release of drugs used for treatment.

In conclusion, it is worth noting that the two considered areas of health care actually
represent modern digital medicine. The identified risks of their implementation can be divided
into permanent and temporary (surmountable), while the main threat that worries the public is
the possibility of adverse consequences for the life and health of the patient. However, it is not
possible to deny that traditional methods of treatment are not without the possibility of causing
similar harm.
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Kahangany xaabIkapaabIK KYKbBIK Ad9VipiHaeri MeguiniHa cadacbIHAAFbI )KacaHAbI
VIHTeAAeKT MYMKiHAIKTepiH peTTey TeHaeHIMsAaphbl

Angatna. byrinri TaHga >KacaHAbl MHTeAAEKT KOFaMAarbl aKIapaTThIK-KOMMYHMKAIVMSABIK
TeXHOAOIVsIAap AaMYBIHBIH JKaHa TeHJeHINsdapbIMeH Tikeaell OallaaHBICTBI ajaM OMipiHiH akpIpamac
OeaikTepinig Oipi peTiHJe KapacThIPBIAYBI Kepek. JKacaHABl MHTeAAEKTTi 3epTTeyJeri Heri3ri KMBIHABIK
OHBIH KYpAeAaiairi 604bIII TaObl1aAbl, ©IITKeHI MHalijadaHy XaAbIKapaAblK KYKBIKTBI KAMTHUTBIH OipHelie
0iaiM casachIHBIH TYIiCKeH KepiHJe JKy3ere achlpblaalbl.

KapacToIpbLablll OThIpFaH Maceae Kasipri yakbITTa 4a ©3eKTiAiriH >KOlFaH KOK. OPTYpPAi KYKBIKTBIK
KyileaepAi caAbICTHIPY YIOiH Oya 3epTTey oapTypAi MeMAeKeTTepAiH KYKBIKTHIK HOpMaJAapblH BIKTMMaA
OeltiMAeyAiH eH >KaKChl VATICIH Kypy >KoHe o4apabl OpTak OeAarire KeATipy MakcaThIHAA XaABIKapaAablk,
KYKBIK HOpPMaJapblH TaaAayAbl KO34elAl.

Kerniteren MeMaekeTTep >KacaHAbl MHTEAAEKTTI KYKBIKTBIK PeTTeyAi JKoHe OHbl KOFaMHbBIH 9pTYypAi
caZalapblHAa, COHBIH iIIiHAe AeHcayABIK caKTay caJacblHJa IaiijadaHyAbl OackIM MiHAeTTepAiH Oipi
petiage aram erteai. bya MiHger, OHBIH imIiHAe >XaHAa KOPOHABUPYCTHIK MH(MEKIVIAHBIH AaMybl MeH
TapaAyblHa OaliAaHBICTBI ©3€KTiAiri apTa TycTi, Oya aKIlapaTThIK-KOMMYHUKAIMABIK, TEXHOAOTUAAAP ABIH
KOFaMHBIH KYHAEAIKTi casaaapblHa eHyiH O4aH 9pi KYIIeTTi, 04 4a >KacaHAbl MHTEAA€KT TeXHOAOTUAAaPbIH
€HIi3y apKbLABI KY3ere achIPbLAADL.

Tyitin ce3gep: >kKacaHABI MHTEAAEKT, XaABIKapaAblK KYKBIK, MeAUIIMHAABIK KYKBIK, MeAUIINHA,
XaAbIKapaAblK, KYKBIKTBIK peTTey.
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Trends in requlating the capabilities of artificial intelligence in the field of medicine in the era of globalizing international law

A.E. Eaeren
Espasuiickuii nayuonaronoui ynusepcumem um. /.H. I'ymuresa, Acmana, Kasaxcman

TeHAeHIVIV B peTyAVpOBaHNM BO3MOJKHOCTeI MCKYCCTBEHHOIO MHTeaAleKTa B cdepe
MeAMIIMHBI B 9II0XY r100aaM3MpyIoIierocss MeXXAyHapOoAHOrIO IIpaBa

AnHoTanms. Ha cerogHAIIHNI A€Hb MCKYCCTBEHHBIN MHTEAAEKT CleayeT paccMaTpUBaTh KaK OAHY
13 HEOTbeMAEMBIX JacTell >KM3HM 4YeA0BeKa, YTO HaIIPsAMYIO B3aMMOCBA3aHO C HOBBIMU TeHACHIIVAMN
B pasBUTHM MHQPOPMAIMOHHO-KOMMYHUKAIIVOHHBIX TEXHOAOTMII B >KU3HM oOmjectsa. OCHOBHYIO
CAOXKHOCTD IIPU MCCAAOBAHUM VICKYCCTBEHHOTO MHTEAAEKTa BBI3BIBACT €r0 KOMILAEKCHOCTD, ITOCKOABKY
MCIIOAb30BaHMe OCYII[eCTBASETCSI Ha CTBhIKe HeCKOABKNMX 00JacTell 3HaHMII, K YMCAy KOTOPBIX CAeAyeT
OTHECTU U MeXXAYHapOAHOE IIpaBo.

PaccmaTtpusaemast mpoOaeMaTnKa He yTpaTida CBOIO aKTyaabHOCTh U B HacTosIree spems. C 11eabi0
COTIOCTaBACHN: Pa3AMYHBIX IPaBOBLIX CUCTEM B paMKaX HaCTOSINEeIo MCCAeAOBaHM IIPeAIroAaraeTcs
IIPOaHaAM3UpPOBaTh HOPMBI MEXAYHAapOAHOIO IIpaBa C IIeAbI0 YCTAHOBACHMS HauAydIlell MOJeAn
AAs BO3MOKHON ajallTalli IIPaBOBBIX HOPM pPa3AMYHBIX TOCYyAapCTB U IIpUBeAEHIME MX K eAMHOMY
3HaMeHaTearo.

MHoruMm rocyjapcTBaMM OTMedaeTcs B KadecTBe OAHOV 13 IIPUMOPUTETHBIX 3adad IIpaBoBOe
peryanpoBaHyie UCKYCCTBEHHOTO MHTeAAeKTa I MCII0Ab30BaHIe eT0 B pa3ANIHBIX cpepax KU3HY OOIIeCTBa,
B TOM 4ucAe U B o0AacTu 3apaBooxpaHeHys. [ToBbIIIIeHHYIO aKTyaAbHOCTh AaHHas 3ajada Ipuodpesa B
TOM 4ICA€e U B CBA3U C Pa3BUTUEM U PacIpOCTpaHeHNEeM HOBOV KOPOHAaBMPYCHON MH(pEKIM, KOTopas
eme 0oapllle aKTMBU3MpOBaja IIPOLIECCHl ITPOHMKHOBeHMS MH(POPMaLVIOHHO-KOMMYHNKAIIVIOHHBIX
TEXHOAOIMII B IIOBCeAHEBHBIe cpephl 00IIecTBa, YTO OBLAO Peaar30BaHO B TOM YMCAE U IIyTeM BHEAPEHVLI
TEeXHOAOIMI MCKYCCTBEHHOTO MHTEAAEKTa.

KaioueBble ca0Ba: MCKYCCTBEHHBII MHTEAA€KT, MeXXAyHapOAHOe IIpaBO, MeAUIIMHCKOe IIpaso,
MeAUIIVHA, MeXAYHapOAHO-IIpaBOBOE peryAnpoBaHue.
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