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Abstract: The digital world has undergone fundamental changes through generative
neural networks that are advancing at a fast pace in artificial intelligence development.
Deepfake technologies enable users to generate realistic audio and video content that
duplicates actual recordings. The combination of these tools with social engineering
techniques makes fraudulent schemes more believable which results in financial losses
and increased cybercrime activities. Multiple jurisdictions, including Kazakhstan,
face challenges in creating effective legal frameworks to address these emerging
technological developments.

The research investigates deepfake technology and social engineering methods used
in online scams while identifying legal obstacles to prevention and proposing solutions
for the improvement of legislation and institutional practices.

The scientific value and practical relevance of the worklie in clarifying the interaction
between psychological manipulation and generative Al, as well as in providing proposals
for shaping a national strategy to counter cyber threats. The methodology relies on
a comprehensive analytical approach that includes the study of documented cases of
synthetic media misuse, comparative analysis of international and national legislation,
and assessment of preventive strategies.

The findings show that deepfakes are widely applied in executive imper-sonation
scams, circumvention of voice biometric systems, investment fraud using fabricated
imagesof publicfigures,and privacy violations such as extortion. The keylegal challenges
include difficulties in crime qualification, authentication of digital evidence, cross-
border dimensions of cyberattacks, and allocation of liability between perpetrators and
online platforms.

The study concludes that an integrated approach is required, combining technological
tools for the detection and labeling of synthetic media, legal reforms to strengthen
criminal and procedural law, harmonization of international norms, and educational
measures to improve digital literacy. This research contributes theoretical and
practical foundations for a systemic response to cybercrime involving deep synthesis
technologies.
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Deepfake technologies and social engineering in online fraud forms, mechanisms, and legal challenges

Introduction

The rapid advancement of artificial intelligence technologies, particularly generative neural
networks, has introduced a qualitatively new level of threats in the digital environment. One
of the most prominent manifestations of this trend is deepfake technology, which enables the
creation of synthetic audio and video content that is virtually indistinguishable from authentic
material. Initially perceived as an innovation in the entertainment industry, such tools have
quickly acquired widespread criminal applications, highlighting the growing criminogenic
potential of digital innovation. Fraudsters leveraging Al-generated deepfakes now represent
a rising cybersecurity threat, underscoring the urgent need not only to harness Al's benefits
but also to mitigate its weaponization.

Al-driven systems are increasingly used to fabricate information across multiple formats -
text, audio, images, and video — making it ever more difficult to distinguish authentic content
from falsified data. The deployment of such systems by parties in armed conflicts to amplify
propaganda, manipulate public opinion, and influence decision-making may carry serious
consequences [1].

This dynamic is confirmed by national statistics: according to the National Computer
Incident Response Center (KZ-CERT), the number of reported cybercrimes in Kazakhstan
has doubled over the past two years - from 34,500 incidents in 2023 (a 107% increase
from 2022) to 68,100 cases in 2024 (a further 97% rise) [2]. The global picture reveals a
similar trajectory. According to Regula’s The Deepfake Trends 2024 report [3], the average
financial loss from synthetic media fraud now reaches USD 450,000 for most organizations,
exceeding USD 603,000 in the financial services sector. Strikingly, 92% of surveyed companies
reported losses of up to USD 450,000, while 10% faced damages exceeding USD 1 million. For
comparison, the 2022 average was approximately USD 230,000-nearly half of today’s level.
Fintech companies are particularly vulnerable, with average losses of USD 637,000 compared
to USD 570,000 in traditional banking. Geographically, the heaviest losses are reported in
Mexico (USD 627,000), Singapore (USD 577,000), and the United States (USD 438,000).

An alarming gap has emerged between organizational confidence and preparedness:
although 56% of companies report high confidence in their ability to detect deepfakes, only
6% have successfully avoided financial damage. This imbalance illustrates the business
sector’s insufficient readiness for increasingly sophisticated attacks, especially within
financial services. The convergence of deepfake content with social engineering poses a
particular danger. Exploiting trust and psychological manipulation, such tactics in a globalized
information space have become powerful tools of cybercrime, dramatically amplifying the
persuasiveness of fraudulent schemes. Reports from law enforcement and international
research centers emphasize that social engineering remains one of the key enablers of
cyberattacks, while the integration of synthetic media technologies significantly enhances
their effectiveness, generating new risks for financial institutions, government bodies, and
individuals alike.

International practice confirms the scale of the problem: damages from deepfake-based
crimes are already measured in tens of millions of dollars. One illustrative case occurred in
January 2024, when criminals defrauded the engineering company Arup of USD 25.5 million
through a sophisticated deepfake operation [4]. A finance officer in Hong Kong, convinced he
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was speaking with his UK-based CFO and several colleagues during a video call, authorized 15
transfersamounting to USD 25.5 million. Weeks later, it was revealed thatall participants except
the victim were Al-generated deepfakes. This incident highlights more than just fraudulent
ingenuity; it signals a fundamental disruption of the trust infrastructure underpinning
modern business. It further demonstrates why organizations seeking to benefit from Al
must also defend against its misuse. Similar cases have been reported worldwide, where
employees approved major transactions after being deceived by fabricated video conferences
with “executives.” These developments confirm that deepfake fraud has transcended local
contexts, evolving into a global challenge with implications spanning economics, politics, and
national security.

The urgency of this issue is compounded by the inadequacy of existing legal frameworks.
National criminal codes typically address conventional fraud and identity theft, but rarely
account for crimes enabled by synthetic media. As a result, law enforcement faces difficulties
in classification, evidentiary practice, and cross-border prosecution. Collectively, these gaps
underscore the need for a comprehensive analysis of the forms, mechanisms, and legal
challenges associated with the use of deepfake technologies and social engineering in online
fraud-an endeavor that is both scientifically and practically significant.

Recent studies in information security reveal a steady growth in crimes driven by
generative Al technologies. The pace of this evolution is striking: cases of deepfake fraud in
North America increased by 1,740% between 2022 and 2023, with financial losses surpassing
USD 200 million in the first quarter of 2025 alone. The democratization of deepfake tools has
lowered entry barriers for fraudsters: voice cloning requires only 20-30 seconds of audio,
while convincing video deepfakes can be produced within 45 minutes using freely available
software [4]. These tools allow criminals to generate synthetic images, audio, and video with
high fidelity to specific individuals, creating the illusion of genuine interaction and enabling
unauthorized access to financial and confidential assets.

Corporate fraud has emerged as one of the most prevalent applications. Criminals imitate
executives’ voices to issue false instructions for fund transfers or access to strategic data.
In some cases, employees have participated in video conferences populated by multiple Al-
generated “colleagues,” resulting in severe financial losses. Such incidents demonstrate how
the combination of social engineering and deepfakes enables high-level deception that is
nearly impossible to detect in real time [5].

Beyond the corporate sphere, synthetic media technologies are widely exploited in online
marketing and investment scams. Fabricated videos depicting public figures, entrepreneurs,
and politicians “endorsing” investment platforms or cryptocurrency schemes foster trust
among potential victims and accelerate the spread of fraud.

Another alarming dimension involves privacy violations and reputational harm. Deepfakes
are increasingly used to produce intimate images and videos without consent, often in
connection with extortion and blackmail. These practices not only inflict severe psychological
harm on victims but also fuel the emergence of new forms of cyber-violence.

Furthermore, deepfake technologies are actively applied in identity fraud. Synthetic
photographs and video streams can deceive biometric authentication systems employed by
banks and government agencies [6]. This development undermines confidence in modern
cybersecurity tools and introduces additional risks for financial and national security.

190 Ne23(152)/ 2025 JLH. ['ymunes amoindarel Eypaszus yammuoik yHueepcumeminiy XABAPILBICHI.

KyKblK cepusicol
ISSN: 2616-6844. elSSN: 2663-1318



Deepfake technologies and social engineering in online fraud forms, mechanisms, and legal challenges

Deepfakes used in social engineering attacks create multiple security risks, including
financial losses, damage to reputation, and physical harm to individuals, as illustrated by real-
world examples. The advancement of generative Al technology will lead to an increase in both
the number and sophistication of such crimes. The growing complexity of deepfake-related
crimes requires scholars, legal experts and international organizations to dedicate increased
attention to this issue.

The research investigates deepfake and social engineering methods used in online scams
and identifies essential legal barriers for their prevention. Specifically, it will: (1) identify the
main forms and scenarios of synthetic media in criminal practice; (2) study how generative Al
supports psychological manipulationin fraud; (3) compare differentnational and international
approaches to regulation and prevention; (4) reveal the main legal and procedural problems in
investigating and prosecuting such crimes; and (5) offer reccommendations for improving laws
and institutions to provide more effective protection against fraud driven by Al technologies.

Methodology

The object of this study is deepfake technologies and social engineering in online
fraud. The material includes academic publications, legal acts, statistical reports, and case
descriptions, combining both qualitative and quantitative data. The research applies system
analysis, comparative analysis, content analysis, case study, classification and typologization,
as well as synthesis and generalization. These methods made it possible to view the problem
as an interplay of technological, legal, and social factors, compare international approaches,
systematize fraud forms, and formulate comprehensive conclusions and recommendations.

Findings/Discussion

One of the most dangerous manifestations of synthetic media in online fraud involves
financial manipulations carried out through the impersonation of executives or other
officials during video conferences. This method relies on creating highly convincing visual
and auditory forgeries that reproduce the appearance, facial expressions, and voice of an
authorized individual capable of issuing instructions for financial transfers or granting access
to confidential data [7; 8].

Recent practice demonstrates that such attacks are becoming increasingly systematic.
In several cases, employees of corporate finance departments received instructions from
fabricated “executives” during video calls whose visual and audio quality raised no suspicion.
One of the most widely reported incidents involved the multinational corporation Arup, where
fraudsters simultaneously imitated several senior managers in a deepfake video conference
[9].

This type of fraud poses a particular threat to corporate security because it exploits not only
the technological sophistication of deepfakes but also internal organizational vulnerabilities.
Criminals leverage employees’ trust in authority, corporate cultures that prioritize rapid
compliance with executive directives, and time pressure during business communication.
These conditions create an environment in which even experienced professionals may fail to
question the authenticity of incoming instructions.
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Deepfake-enabled video call fraud is further characterized by high latency and cross-border
complexity. Stolen funds are typically transferred through international banking networks and
cryptocurrency platforms, making tracking and recovery extremely difficult. Investigations
face additional challenges in establishing perpetrator identities and in the admissibility of
digital evidence based on synthetic media analysis. Given the scale and potential consequences
of these crimes, prevention requires both technical measures (deepfake detection and identity
verification tools for online communications) and organizational safeguards (mandatory
multi-level approval of financial transactions). Without such a comprehensive approach,
corporate financial stability remains at significant risk.

A particularly vulnerable area of financial security involves the use of voice-cloning
technologies to circumvent client identification procedures. Contemporary machine learning
algorithms can reproduce a person’s voice with remarkable precision, replicating timbre and
intonational patterns. In many cases, fraudsters need only a few minutes of original audio,
obtained through open sources, phone conversations, or data leaks, to generate convincing
forgeries.

The risks are especially acute in banking, where voice-based biometric authentication is
increasingly deployed. Successful cloning allows criminals to pass verification in call centers,
initiate transactions, or alter account settings. In documented cases, attackers executed
transfers and contracted loans using only Al-generated voice commands[10].

The threat escalates when combined with social engineering techniques. Fraudsters
construct scenarios emphasizing urgency and pressure, which reduces the likelihood of
additional checks. The use of telephone channels further minimizes the chance of visual
verification, leaving voice as the sole marker of authenticity.

Investigationsinto such crimes face significant evidentiary obstacles. Forensicidentification
of Al-generated voices requires advanced acoustic analysis methods, yet the increasing
precision of generative models makes detection extremely challenging [11]. Additional
difficulties arise from the transnational nature of these attacks: access to biometric voice data
may originate outside the victim state’s jurisdiction, limiting the capacity of law enforcement.

As voice-cloning technologies become more accessible, the need for comprehensive
countermeasures intensifies. Protection of organizations and their clients from this threat
requires a harmonious blend of legal frameworks and technological solutions.

Implementing effective security measures, such as combined biometric and behavioral
verification methods, necessitates robust international and national regulatory frameworks.
However, the digital environment now faces a new, distinct threat: investment scams that
use deepfake content featuring well-known public figures. The creation of realistic audio
and video segments by criminals shows famous people promoting financial products and
cryptocurrency schemes, which appear genuine to unsuspecting victims. The deceptive
appearance of these fake materials makes victims less cautious while allowing scammers to
achieve higher success rates in their fraudulent activities.

The research investigates deepfake technology alongside social engineering tactics used in
online scams while identifying key legal barriers that prevent their detection.

Cybersecurity research highlights the widespread nature of such crimes, particularly on
social networks and video-hosting platforms, where recommendation algorithms accelerate
the dissemination of fraudulent clips. These materials often contain links to fictitious
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investment platforms promising guaranteed returns or access to “exclusive” projects. The
deception relies on public trust in recognizable figures and on the authority principle, thereby
amplifying the social engineering effect [12].

Such crimes are marked by high latency: victims often realize the fraud only after transferring
funds and refrain from reporting incidents, believing recovery prospects to be minimal.
Investigations are complicated by offshore jurisdictions and anonymous cryptocurrency
transactions, which hinder the identification of perpetrators and restitution of losses [13].

From alegal standpoint, these actions may be classified as fraud involving the unlawful use
of personal data and likeness. Yet, current regulations frequently fail to address the specifics
of digital technologies that enable mass distribution of synthetic content, creating significant
obstacles to effective enforcement [14]. Considering the growing scope of the problem, the
development of international standards for regulating generative Al in media has become
essential. Mandatory requirements for platforms-such as labeling synthetic content and
swiftly removing fraudulent materials - could reduce the prevalence of such schemes and
strengthen digital trust.

Among the most socially harmful applications of synthetic media is the creation and
dissemination of pornographic deepfake content, oftenaccompanied by blackmail (sextortion).
This category of crimes is highly latent and exerts profound psychological pressure on victims.
Generative algorithms enable face-swapping in images and videos with a level of realism that
makes falsifications nearly indistinguishable from authentic materials. Criminals exploit this
for reputational harm, coercion, and extortion of money or other benefits.

The threat is particularly acute when targeting women and minors. Digital criminology
research records a growing number of deepfake pornography incidents affecting public
figures, journalists, politicians, entertainers, and private individuals lacking resources to
defend their rights effectively [15]. The rapid spread of such content via social networks and
messaging platforms leads to long-lasting reputational and psychological damage.

Sextortion in the digital environment often assumes a complex form. Offenders not only
disseminate forged images or threaten their publication but also combine these tactics with
social engineering, coercing victims into actions that serve criminal interests. The widespread
availability of generative tools, which require no advanced technical expertise, further fuels
the expansion of this form of cybercrime [16].

From a legal standpoint, such actions are usually associated with breaches of privacy, the
illegal distribution of pornographic content, and various forms of extortion. Yet, the current
legal norms often turn out to be insufficient, since they do not take into account the distinctive
features of synthetic media. Issues such as whether deepfake materials can be accepted as
valid evidence and the difficulties connected with their cross-border circulation still demand
more thorough legal analysis.

Academics, together with practitioners, stress the need to develop specific legal safeguards
that protect people from sexualized digital violence. The proposed solutions include making
it illegal to create and distribute unauthorized pornographic deepfakes and developing
efficient content removal systems and international cooperation for digital forensic work. The
combination of these strategies serves as fundamental measures to fight sextortion threats
while safeguarding personal rights in the fast-changing landscape of generative Al technology.

Modern deepfake-enabled attacks depend on recent developments in generative modeling,
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which create synthetic content that appears highly realistic. The two primary architectures
used for content generation are generative adversarial networks (GANs) and diffusion models,
which produce realistic synthetic videos and images with authentic facial movements and
natural speech patterns. The evolution of deep learning algorithms has made it possible to
create synthetic avatars of specific individuals from relatively short datasets, reproducing
characteristic micro-expressions and speech patterns.

Similar progress has been achieved in audio signal processing. Neural speech synthesis
and real-time voice-conversion systems now allow not only precise timbre cloning but also
adaptation to emotional states and intonations. Integrated into video conferencing platforms,
these tools create the illusion of authentic communication, depriving interlocutors of visual
or acoustic cues that might otherwise indicate manipulation.

A key factor amplifying the risk of deepfake-based attacks is the emergence of real-time
generation technologies. Today, both audio and video can be produced online with minimal
latency, enabling criminals to impersonate specific individuals during calls without suspicious
pauses [17]. The availability of open-source solutions and commercial services offering real-
time synthetic media generation further magnifies the threat. By lowering technical entry
barriers, these tools extend beyond organized criminal groups to individual actors with only
basic IT skills. Consequently, deepfakes are no longer a niche technological experiment but
a mass instrument of cybercrime, threatening financial stability, information security, and
public trust in digital communications.

The effectiveness of such schemes is closely tied to social engineering strategies designed
to manipulate victims’ cognitive and emotional states. Psychological mechanisms of trust and
authority play a decisive role in decision-making under informational uncertainty. When the
visual and vocal appearance of a source aligns with expectations, the likelihood of critical
evaluation of the message declines sharply [18].

Authority thus becomes a fundamental tool of influence in deepfake-enabled attacks. The
use of executive or official appearance and voice in professional or financial settings makes
people more susceptible to deception. The reproduction of familiar behavioral patterns,
including facial expressions, nonverbal signals, and intonations, creates a sense of authenticity
that strengthens trust.

The establishment of a sense of urgency stands as a vital component in these situations.
The fraudsters create situations that force victims to act quickly because they present
themselves as urgent matters that need immediate resolution. The sense of urgency makes
people less likely to verify information while making them more prone to act on impulse.
The psychological pressure may take the form of dissatisfaction statements or professional
obligation reminders or threats about adverse outcomes when someone refuses.

People who understand deepfake technology might still miss warning signs when authority
figures create a sense ofurgency. This underscores the necessity ofa comprehensive preventive
approach that includes not only the advancement of detection technologies but also training
programs to strengthen awareness of manipulative psychological techniques [19].

The integration of generative Al technologies with social engineering produces a synergistic
effect that significantly enhances the success of criminal schemes. While deepfakes provide
visual and acoustic realism, social manipulation exploits cognitive vulnerabilities, reducing
critical analysis. The result is a situation where technological and psychological elements
reinforce one another, forming a resilient deception model [18].
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The technical component ensures consistency and plausibility in synthetic personas,
synchronizing facial expressions, voice, and nonverbal signals while eliminating traditional
indicators of deceit. Simultaneously, psychological pressure - through urgency or appeals to
authority - minimizes the likelihood that recipients will attempt independent verification.
The convergence of these factors yields a comprehensive attack model in which each element
strengthens the other. High media realism fosters trust, while manipulative strategies
suppress rational assessment, leaving victims unprepared to respond effectively - even when
they are aware of deepfake risks.

This synergy amplifies the transnational danger of such schemes, as effective counteraction
requires simultaneous advancement of both detection technologies and resilience-building
programs for users. Without an integrated strategy, cybercrimes that combine deepfake
modeling with social engineering remain especially resistant to conventional protective
measures [20].

The use of deepfake technologies and social engineering in online fraud presents legal
systems with complex and unprecedented challenges. Traditional mechanisms of criminal
law, designed to combat classic forms of deception and identity theft, prove inadequate in the
rapidly evolving context of generative technologies. The central difficulty lies in the fact that
modern legal frameworks do not always account for crimes involving synthetic media, where
the boundary between authentic and fabricated information is increasingly blurred [14].

A major concern is the legal qualification of crimes involving deepfakes, which is marked
by uncertainty and the absence of unified approaches in international practice. Substantial
difficulties also arise in evidentiary proceedings, as courts face challenges in assessing the
admissibility of digital evidence when traditional standards of authenticity verification are
ill-suited to synthetic content. The transnational nature of online crimes further aggravates
the situation, with offenders exploiting differences in national jurisdictions and gaps in
international cooperation to evade accountability.

Another unresolved issue is the allocation of responsibility between direct perpetrators
and the platforms that enable the creation and dissemination of deepfake content. Ongoing
debates on the extent of liability for service providers and platform operators illustrate
the pressing need for new legal standards that balance the protection of individual rights
with the promotion of technological innovation [21]. Collectively, these factors highlight
the necessity of a systematic reconsideration of legal challenges associated with synthetic
media in fraudulent schemes. Such an analysis must address issues of crime qualification,
evidentiary standards, cross-border dimensions, and responsibility allocation within the
digital ecosystem.

The classification of deepfake-related offenses stands as a major challenge for modern
criminal law doctrine. The existence of sophisticated audio and video forgery algorithms
enables criminals to execute schemes that do not fully align with present criminal laws. The
lack of dedicated laws forces law enforcement to apply conventional categories, which leads
to irregular practices and diminished operational success.

The most prevalent legal classification for these offenses is fraud because deception and
trust exploitation for monetary gain are core elements of such crimes. While the use of
synthetic media fits within the classical framework of fraud, the technological specificity of
deepfakes requires clearer delineation of liability. The difficulty arises from the fact that the
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deception is not based on direct false statements but on the use of technical instruments that
create an illusion of authenticity.

Identity theft constitutes another important dimension. The falsification of facial images,
voice, or other identifying features via generative technologies may qualify as unlawful
appropriation or use of another person’s identifying data. In some legal systems, such actions
are classified as separate criminal offenses. At the same time, many jurisdictions still debate
whether data generated synthetically can fall under the category of personal data, and no
clear consensus has been reached.

Of particular concern is the misuse of biometric identifiers. Current data protection
frameworks generally regard voice, facial images, and other unique biological markers as
sensitive information that requires stronger safeguards. When deepfake materials are created
or distributed without a person’s consent, this undermines both individual autonomy and the
right to privacy, and thus ought to be recognized as an offense in its own right. The lack of
specific rules about falsified biometric data treatment in legal orders generates uncertainties
during court cases.

media as their instrument of operation. The recognition of deepfakes as an independent
criminal tool would. The current situation demonstrates an urgent requirement for criminal
law to create specific provisions that handle crimes that use synthetic media, thereby ensuring
better protection and filling existing legal gaps while creating standardized procedures for
dealing with fraud-related and identity theft and biometric data misuse offenses.

The main challenge in deepfake crime investigations stems from the difficulty of obtaining
reliable evidence. The current criminal procedure system depends on evidence that can be
verified and proven to be reliable. The foundation of traditional evidence verification has
been compromised by synthetic media, according to recent research [22], because it produces
convincing artificial content that experts struggle to detect.

The main difficulty in digital evidence authentication remains a critical issue. Given that
advanced generative algorithms now achieve high levels of synchronization in speech, facial
expression, and motion, experts struggle to distinguish between authentic and artificial
content. This threatens the principle of admissibility, as courts cannot rely on evidence whose
validity cannot be confirmed by objective and reproducible methods [23].

Additional difficulties stem from the absence of standardized forensic procedures
for deepfake analysis. Different jurisdictions apply divergent methodologies, producing
inconsistent expert conclusions and undermining judicial trust. In some legal systems, there
is no explicit regulation of procedures for identifying synthetic media, enabling defense
parties to challenge the legality and reliability of forensic findings.

The evidentiary value of digital materials is further complicated in cross-border
investigations [24]. The process of electronic evidence transfer between states encounters
three main obstacles, which stem from inconsistent data formats and conflicting legal
frameworks for data preservation and authentication and insufficient international
agreements about evidence acceptance standards.

A solution to these problems requires a unified approach that develops technical standards
for deepfake detection and establishes standardized forensic methods for synthetic media
analysis and creates international rules for digital evidence sharing. The absence of protective
measures makes it challenging to achieve technological advancement alongside fair trial
protections.
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Deepfake and social engineering crimes share the distinctive feature of operating across
international borders. Offenders can use digital networks to perform operations from their
home country while inflicting damage on victims located elsewhere. The lack of geographical
boundaries in digital networks creates challenges for law enforcement agencies to track
perpetrators and obtain valid evidence and establish legal responsibility.

Themainchallengearisesbecause differentcountries have separatelawsregarding deepfake
activities. The lack of equivalent legal frameworks between nations makes it impossible
to prosecute deepfake offenses through existing laws that apply in some jurisdictions. The
absence of matching laws between countries makes it difficult for countries to work together
on extradition and the prosecution of criminal cases.

The situation becomes more complex because of how perpetrators use anonymization
tools and decentralized financial systems. The combination of cryptocurrency systems with
online privacy tools makes it harder for law enforcement to identify suspects and execute
court orders. States that work together on investigations face extended periods of time before
they can obtain justice because they lack sufficient power to capture perpetrators.

International legal standards that focus on deepfake criminal activity need to be developed
through coordinated efforts between nations. The international community can develop an
effective digital crime response system through standardized national laws and enhanced
information sharing between states for better protection in globalized environments.

The main point of contention in this area concerns which party bears responsibility for
digital content distribution between platform operators and content creators. The distribution
of synthetic content occurs mainly through platforms, which positions them as essential
entities for maintaining cybersecurity and safeguarding user rights. The European Digital
Services Act (DSA) implements due diligence requirements for platforms to stop unlawful
content distribution, including deepfakes, while establishing labeling systems for better
transparency.

In common law jurisdictions, the emphasis is on limiting the immunity of online
intermediaries, which allows platforms to be held liable for inaction in the face of clear user
rights violations. By contrast, a technology-neutral approach, more liberal in nature, releases
platforms from liability for user-generated content, thus fostering innovation but weakening
responsiveness to abuses of deepfake technologies [26].

The global reach of digital platforms creates an even greater challenge. Even where national
laws mandate moderation, enforcement is difficult when platforms are registered outside the
relevant jurisdiction. This underscores the importance of harmonizing international norms
and developing cross-border monitoring and cooperation mechanisms [27].

Balancing rights protection with technological progress is therefore critical. The
implementation of overly strict rules creates barriers to innovation but insufficient oversight
leads to abuse and damages public trust. Legal experts propose implementing a multi-layered
regulatory framework that merges industry self-regulation with government oversight and
international standards to create a flexible yet standardized system.

Deepfake misuse has become a worldwide concern, which prompted international bodies
to create new legal frameworks to handle this problem at both national and international
levels. Countries have adopted two different methods to handle synthetic media misuse
through either legal reinterpretation or the creation of new laws that restrict its harmful
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applications. Different jurisdictions implement distinct approaches because their legal
systems and technological resources vary substantially.

Two primary international approaches have emerged during current global dialogues.
One approach advocates for the adoption of dedicated legal instruments regulating artificial
intelligence, including rules on transparency, labeling, and accountability in the deployment
of deepfake technologies. For example, the EU Artificial Intelligence Act (Al Act) requires
that synthetic content be labeled in a machine-readable format, as well as visibly marked
to indicate its artificial origin [28]. The second strategy involves integrating provisions on
synthetic media into existing frameworks on data protection, anti-fraud measures, and
cybercrime regulation.

The European Union has been at the forefront of regulatory innovation. The Al Act, which
entered into force on August 1, 2024, classifies Al systems by risk level and sets requirements
for transparency and labeling of deepfake content. It defines deepfakes as “Al-generated
or Al-altered content (image, audio, or video) that may mislead a person into believing it
is authentic” and requires both human-recognizable markings and machine-readable
watermarking to authenticate provenance [28].

Another milestone is the Digital Services Act (DSA), in force since 2022, which obliges
online platforms - particularly Very Large Online Platforms (VLOPs) - to improve algorithmic
transparency, promptly detect and remove illegal content, and address deepfake risks. The
European Commission has already requested companies such as Google, Facebook, and TikTok
to submit plans for mitigating generative Al risks, with the DSA providing enforcement tools,
including fines [29].

National initiatives are also emerging. Spain has introduced a bill imposing significant
fines — up to €35 million or 7% of global revenue - for failure to label Al-generated content,
in alignment with the Al Act [30]. Denmark has proposed amendments to its copyright law,
granting citizens explicit rights over their image and voice, thereby allowing fines against
platforms that fail to remove deepfake content upon notification [31].

The United Kingdom has pursued a more comprehensive approach to digital governance.
The Online Safety Act, adopted in 2023, is one of the most ambitious pieces of legislation in
the field of digital security. It places extensive obligations on platforms and service providers
to identify, restrict, and remove harmful content, including Al-generated materials [32].

A key feature of the Act is the imposition of obligations on digital services to prevent the
dissemination of harmful and fraudulent content. Unlike some jurisdictions, the UK framework
emphasizes not only corporate liability but also the personal liability of company executives
for non-compliance with regulatory requirements. This model considerably strengthens
accountability and encourages companies to adopt monitoring and filtering mechanisms
aimed at limiting the circulation of deepfake content.

In addition, the Act establishes demanding transparency rules for both content moderation
processes and recommendation algorithms. This is especially important because the rapid
spread of synthetic audio-visual materials often depends on algorithm-driven amplification.
In this context, openness and accountability are regarded as vital tools for reinforcing trust in
the digital space and for reducing the risk of large-scale distribution of deepfakes.

Lastly, the Online Safety Act adopts a preventive stance: its focus lies in lowering the
probability of misuse before it occurs, rather than simply reacting once violations have taken
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place. In this regard, the UK framework illustrates a forward-looking strategy that gives
priority to user protection and the building of a more resilient digital ecosystem.

The U.S.legal system approaches deepfake-related abuses primarily through the adaptation
of existing criminal law mechanisms, without yet establishing a separate offense specific to
synthetic media. The main tools applied are statutes on wire fraud and identity theft, which
have traditionally addressed deception carried out via electronic communications [33].

The category of wire fraud encompasses a broad range of unlawful activities involving
electronic means for deception and unlawful enrichment. In the context of deepfakes, this
provision applies to fraudulent video calls impersonating executives, the distribution
of fabricated audio and video materials, and investment schemes based on synthetic
representations of public figures. The flexibility of the statute’s wording enables prosecutors
to incorporate emerging forms of deception made possible by generative Al technologies.

Identity theft legislation plays an equally significant role. It criminalizes the unlawful use
of identifying data - such as names, likenesses, or voices - which directly aligns with deepfake
practices. U.S. enforcement prioritizes protecting individuals from the misuse of personal
data for fraudulent or defamatory purposes, allowing prosecutors to classify deepfake-based
conduct as identity theft even without explicit statutory references to synthetic media.

Further developments are reflected in regulatory activity and state-level initiatives.
In California, specific rules now limit the use of deepfakes in both election campaigns and
the production of pornographic materials without consent. Measures of this kind reflect a
broader movement toward targeted regulation aimed at protecting society as a whole while
also safeguarding individual rights.

The U.S. approach can be seen as a pragmatic compromise: it relies on adaptable general
provisions while gradually adding more specialized norms. This enables regulators to react to
emerging risks without unduly constraining technological progress. At the same time, the lack
of a federal law dealing directly with deepfakes leads to uneven enforcement and potential
inconsistencies between states.

China, onthe other hand, was among the first countries to putin place a dedicated regulatory
regime for synthetic media. In 2022, the Cyberspace Administration of China (CAC) adopted
the Administrative Provisions on Deep Synthesis, which entered into force on January 10,
2023 [34].

A central element of this framework is the mandatory labeling of synthetic content.
Creators and distributors of deepfake materials must indicate that the product was generated
using deep synthesis technologies, thereby reducing the risk of misleading users [35]. The
provisions also oblige services to remove content infringing individual rights or undermining
public order.

The regulations assign significant responsibility to providers through the principle of strict
or vicarious liability, requiring platforms and services to implement internal monitoring, user
verification, content and algorithm management, and removal of unlawful materials.

Moreover, China’s legal model reflects a preventive orientation, emphasizing public
stability and information security rather than a balance between innovation and user rights,
which distinguishes it from Western approaches. While this facilitates swift responses to
fraudulent or defamatory content, it also raises concerns about excessive state control over
digital innovation.
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In 2023, China further expanded its regulatory framework by issuing the Interim Measures
for the Management of Generative Al Services, extending obligations and liability to providers
of generative Al services [36].

Kazakhstan’s legislation currently lacks specific provisions directly regulating the use of
deepfake technologies. Nevertheless, certain norms of criminal and information law partially
address this domain. The primary tool for criminal qualification is Article 190 of the Criminal
Code of the Republic of Kazakhstan, which establishes liability for misappropriation of
property or acquisition of property rights through deception or abuse of trust (Part 1), and
for fraud “through deception or abuse of trust of an information system user” (Part 2) [37].
This formulation reflects a gradual adaptation of criminal law to the digital environment and
may be applied in cases involving fabricated audio or video materials. Yet the absence of
explicit references to synthetic media creates uncertainty in law enforcement practice and
complicates the qualification of crimes involving generative technologies.

At present, there is no separate criminal liability for creating deepfake content in
Kazakhstan. However, certain provisions of the Criminal and Administrative Codes already
cover its consequences - fraud, reputational harm, and the use of information technologies
as aggravating circumstances. In this context, members of the Mazhilis have proposed two
possible legislative pathways: first, to amend Article 190 of the Criminal Code by recognizing
the use of Al and deepfakes as aggravating factors; second, to introduce a distinct offense for
the creation and dissemination of synthetic content [38].

The jurisdictional problems create additional obstacles for authorities to address. The
current territorial and personal jurisdiction rules fail to address deepfake cybercrimes
because servers and victims and perpetrators exist in separate national territories. The
situation requires international treaties and conventions to establish universal mechanisms
for handling these cases. The Budapest Convention on Cybercrime from 2001 contains no
specific rules about synthetic media, which makes its practical value limited.

The Administrative Code of Russia, through Article 456-2 and the Criminal Code of Russia
through Article 274, establishes two separate legal frameworks to handle the distribution
of intentionally false information, which allows content blocking and data transfer to law
enforcement. Nonetheless, these mechanisms do not treat deepfakes as a distinct category of
crime [39]. Enhanced penalties under Article 190, depending on circumstances (organized
character, abuse of official position, large-scale or especially large-scale damages), illustrate
an effort to account for the degree of public harm. Yet the potential of deep synthesis
technologies to inflict substantial damage with minimal resources necessitates the creation
of specialized norms.

The protection of personal rights against unlawful use of data is also governed by the Law of
the Republic of Kazakhstan “On Personal Data and Its Protection” [40], which defines personal
data as any information identifying an individual, including images and voice. Accordingly,
the creation and dissemination of deepfake content without consent violates the principle
of lawful data processing. However, the current law does not clarify the status of falsified
biometric data, leaving citizens insufficiently protected from abuses linked to synthetic media.

Judicial practice also faces serious challenges. In the absence of procedural standards
for authenticating digital evidence, courts rely on expert evaluations, whose methodologies
lack sufficient unification, thereby weakening prosecution effectiveness and generating
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inconsistent outcomes [41]. The digital transformation and increasing synthetic media
adoption in Kazakhstan require immediate action to update national laws that address
emerging challenges. The protection of individual rights and judicial consistency in deepfake-
related crimes will improve when specific laws establish responsibility for fake content
creation and synthetic biometric data receives a clear legal classification.

A complete solution to deepfake misuse requires organizations to unite technological
progress with legal frameworks and educational programs. The fight against new online
scams requires joint efforts between government bodies and academic institutions and
private businesses and civil organizations.

On the technological side, the main focus should be on developing effective tools for
identifying and labeling synthetic materials. Techniques such as digital watermarking and
provenance verification make it possible to register the creation of content and to trace
subsequent alterations. While modern detection methods based on micro-distortions in
images, voice, and motion dynamics are improving, they require continuous adaptation to
rapidly advancing generative models. The implementation of such technologies across digital
platforms and communication services could significantly strengthen resilience against
fraudulent schemes.

Fromaregulatory standpoint, criminal and procedural law requires refinement. Introducing
provisions directly establishing liability for the creation and dissemination of synthetic
media for fraudulent or harmful purposes would reduce legal uncertainty and enhance the
qualification of offenses. Equally important is the establishment of procedural rules for
authenticating digital evidence, necessary for ensuring admissibility in judicial proceedings.
In addition, harmonization of national approaches with international standards is critical to
enable information exchange and joint investigation of cross-border crimes.

The educational dimension is no less vital, as the success of deepfake-enabled attacks
often depends on victims’ awareness and psychological resilience. Improving digital
literacy, teaching recognition of manipulative social engineering strategies, and fostering
critical information evaluation can reduce fraud effectiveness. In corporate settings, such
measures should include training sessions, simulated phishing and deepfake attacks, and the
introduction of internal verification protocols.

The integration of technological, regulatory, and educational measures thus provides the
foundation for a systemic response to crimes involving deep synthesis technologies. Only
through their comprehensive application can society achieve a balance between technological
innovation and protection against abuses in the digital environment.

Conclusion

With the fast-paced advancement of artificial intelligence - and generative neural networks
inparticular-deepfaketechnologieshave moved beyond theiroriginal useinthe entertainment
sphere and become a serious tool for criminal activity, now regarded as one of the major
risks in the digital landscape. The findings of this study demonstrate that the combination
of deepfakes with social engineering techniques creates multidimensional threats capable of
destabilizing financial systems, compromising information security, damaging reputations,
and infringing upon individual rights. The manifestations of such threats are diverse and
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include large-scale corporate fraud based on executive impersonation, voice cloning attacks
targeting biometric authentication systems, fraudulent investment schemes promoted
through fabricated endorsements, and the dissemination of intimate synthetic content used
for blackmail. The high realism and accessibility of these technologies lower the threshold for
offenders and enhance the effectiveness of psychological manipulation, making individuals
vulnerable even when they are generally aware of potential risks.

The challenges posed by deepfake-enabled crimes expose fundamental limitations of
existing legal systems, which were originally designed to address traditional forms of fraud
and identity misuse. Among the most pressing concerns are the ambiguous legal qualification
of synthetic media-related offenses, the complexities of authenticating digital evidence, the
transnational character of such crimes, and the unresolved issue of liability for platform
operators. International experience demonstrates a variety of approaches: the European
Union has adopted the Al Act, introducing requirements for transparency and labeling of
synthetic content; China has implemented Deep Synthesis Provisions with similar objectives;
the United States relies on adapting existing legal instruments; while the United Kingdom
has enacted the Online Safety Act, combining regulatory oversight with user protection
mechanisms. These examples illustrate the necessity of a comprehensive and multi-level
approach.

For Kazakhstan, the research emphasizes the need to modernize national legislation to
explicitly regulate the misuse of synthetic media. Possible directions include amending Article
190 of the Criminal Code to recognize the use of deepfakes as an aggravating factor in fraud
cases, or the introduction of a distinct criminal provision addressing harmful applications of
synthetic content. Equally important is the development of legal norms protecting falsified
biometric data, such as voice or facial images, as well as the establishment of procedural
standards forauthenticatingand admitting synthetic mediaasevidenceinjudicial proceedings.

Institutional practices must also be adapted to meet the new challenges. Digital platforms
should be obliged to ensure the labeling and timely removal of manipulated content, with a
clear delineation of liability between operators and direct perpetrators. Financial and other
organizations, in turn, need to enhance resilience against deepfake-enabled fraud by adopting
multi-level approval mechanisms for sensitive operations and introducing technological
safeguards that combine biometric and behavioral verification methods.

Finally, given the inherently cross-border nature of these threats, effective counteraction
requires the harmonization of national legal frameworks with international standards and
the creation of mechanisms for the recognition and exchange of digital evidence across
jurisdictions.

In conclusion, the study demonstrates that the risks posed by deepfake technologies and
social engineering cannot be addressed in isolation. A comprehensive response that integrates
legal reforms, institutional resilience, technological innovation, and international cooperation
is necessary. Only such an integrated and systemic approach will enable states to maintain a
sustainable balance between fostering technological innovation and protecting society from
the harmful exploitation of generative technologies.
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OHJ1aiiH a/1afAKTBIKTaFbl AN eiK TeXHOJIOTUAJIapbl MEH dJIeyMeTTiK UHXKeHepus:
HbICAH/IAPBI, TeTiIKTepi ’K9He KYKbIKThIK MaceJieiepi

AnpaTtna: XacaH/ibl UHTeJJIEKTTIH, acipece reHepaTUBTI HEHPOH/ABIK, KeJliJepAiH xKeJes JaMybl
nudpJIbIK OpTajJia canasiblK KaHa KaTepJepAiH naiaa 6o/ybiHa akeali. [lundeik TeXHONOTUsAAaphl
HIbIHAMBI MaTepUaJAapAaH aXblpaTy KUbIH CUHTETHUKAJIbIK ay[uo »koHe OelHeMa3MyH/bl XacayFa
MYMKiHAiK 6epeni. Onap a/eyMeTTiK MHXKeHepus djicTepiMeH GipiKTipiireH/e, anasgKTbIK cxeMa-
JIap/iblH HaHBIM/bLIBIFbIH KYIIEHTIN, esiey/i KapKbLIbIK IIBIFbIHAAPFA KoHE KHOEePKbIJIMBICTBIH
TYpPaKThI 6CyiHe anbln KeJiefi. Ka3ipri KolgaHbICTaFbl KYKbIKTBIK TETIKTEp KON TEreH eJifiepze, COHbIH
iminge Kazakcranza, 6y cblH-KaTepJepre THIMAI KapChl TYPY YUIIH KeTKiiKci3 60J1bII OTHIP.

3epTTeyAiH MakcaThbl — JUNQEHKTep MeH dJ1eyMeTTiK UHKeHepHUsIHbIH, OHJIaWH-a/laAKTbIKTaFbl
KOJIJIaHbIC HbICAHAAPbl MEH MEeXaHU3M/IePiH KellleH /i Ta/1iay, KapChl ic-KUMbLIFa KeJiepri KeJTipeTiH
KYKBIKTBIK MaceJieslep/i aHbIKTay »KoHe 3aHHaMaHbl XKeTi/1Zipy 60HbIHIIA YChIHBIM/AP d3ipJiey.

KyMBICTBIH FBIJIBIMU K9He NMPAKTHUKAJIbIK MaHbI3bl — ICUX0JIOTUAJIBIK MAaHUNYJIALUSA MeH reHe-
paTHUBTI KacaH/Abl MHTEJIJIEKT apacblHJaFbl 63apa 6alJaHbICTHI allly/1a, COHAAM-aK KubepKayintepre
Kapchbl YATTBIK CTpaTerusHbl KaJblITACTbIpyFa GaFbITTaJfaH YChIHBICTAP YCbIHYAA. 9iCHAMaJIbIK
Herisi peTiHJe CUHTETUKAJbIK MeJWaHblH KbLIMBICTBIK KOJJAHBLIYbIHbIH HAaKThl MbICaJJapblH
3epTTey, XaJblKapaJblK XoHe Y/TTBIK 3aHHaMaHbl Ca/bICTbIpMaJlbl Taazay, aJblH ajy HapajapblH
GaraJjiay KipeTiH KellleH/[i aHaJTUTUKAJIBIK TICLJ KOJI/JaHbLI/bL.

3epTTey HaTHxesepi AUNdeNKTepiH KeTeKlijJepAi UMHUTALUANAY apKblJIbl KapKblJIbIK alasK-
TBIKTQ, JAayblC OHMOMETPUSICHIH alHa/blll 6TyJe, KOFaMJbIK TyJ/fajJapAblH XajfaH OelHeJsepiH
naiiajaHblll MHBECTULMSJIBIK aJasKThIKTA K9He KYNHUsJIbLIBIKTBI 6y3y MeH 6olcanayfa KeHiHeH
KOJIAaHbLJIaThIHBIH KepceTTi. Heriari KYKbIKTBIK Npo6JieMasapFa KbIJIMBICTBI capajlay KUBIHABIFHI,
nUPIBIK AdJeeMesepiH TYNHYCKA/AbIFbIH alKbIHAay, KUbeplabyblaAapblH TpaHcLuleKapaJsblk
CUIAThl >KoHe KbLIMBbICKEpJIep MeH OHJIaWH-maTdopMasap apacblHAAFbl »KayanKepLIiJIiKTI 66y
»KaTa/bl.

3epTTey KOPBITBIHABICHI WHTErpalysJaHFaH TOCUIAIH KaKEeTTIriH alKbIHAAUAbl: CHHTETUKAJIbIK
Me/iuaHbl aHbIKTAY »koHe TaHOaJay KypaJJapblH a3ipJiey, KbUIMBICTBIK, KoHe iC XKYPTi3y 3aHHaMacblH
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KeTINAipY, Xa/bIKapaJIblK CTaHJapTTap/Abl YHIECTipY, COHAAN-aK XaAbIKTbIH U PJIbIK CAyaTThIJIbIF b
MeH ICHUXOJOTHUANBIK TYPaKTbIJIBIFbIH apTThIPY. by/1 )KyMbIC TepeH CUHTE3 TEXHOJOTHUANApPbIH Nall-
JlaJlaHaTbhlH KUOEPKbIJIMBICKA XYHeJli jkayall KaJbIITaCThIpyFa apHa/faH TeOpPUSJIbIK *K9He NMpak-
TUKAJIBIK HeTri3/i yCbIHAbL.

TyiiH ce3aep: fundelK-TeXHOJOTUIAD, 9J1€yMETTIK UHXXEHepHUs, OHJIAlWH aNasKThIK, »KacaH/[bl
WHTEJJIEKT, KYKbIKTBIK MaceJiesiep, KHOepPKbLIMBIC.

A.B. CmaHoBa’, A.XK. MypaTogBa?, I1I.P. )KymarynoBa®
"Kazaxckuli HayuoHaavHblll yHUBepcumem umenu anb-®Papabu, Aamamel, Kasaxcmau
2ALT YHueepcumem umenu Myxamedxcana TeiHbiwnaesa, Aamamul, Kazaxcman
*Kui3bi1opduHckull ynusepcumem umenu Kopketm Ama, Kvi3vinopda, Kasaxcma
(e-mail: ‘akmaralbahtyar@gmail.com, ’kkaebsong98@mail.ru, ’jumagulova_sholpan@mail.ru)

TexHoJ/JI0ruu Aﬂﬂq)EﬁKa U CoOnHa/JIbHAA HHXKCHEpPpHUA B OHJIAMH-MOIIIEeHHUYeCTBe: (l)OprI,
MEXaHU3MbI U IIPABOBbIC€ BbI30OBbI

AHHOTanuA: bypHoe pa3BUTHe TEXHOJOTUN UCKYCCTBEHHOI'O UHTEJJIEKTa, B YaCTHOCTU reHepa-
THUBHBIX HEHPOHHBIX ceTel, 00yCJI0BUIIO MOSIBJIEHHE Ka4eCTBEHHO HOBBIX YTpo3 B U poBOii cpeje.
OcobeHHO aKTyaJIbHOM cTaJjia MpobseMa pacnpocTpaHeHUs AUNeNK-TeXHOJIOTHM, T03BOJISIOIIUX
CO3/1aBaTh CUHTETUYECKHE ay[HO0- U BUJleOMaTepHasibl, NPAaKTUYECKHA HEOTIUIUMbIE OT MOJJIUHHBIX.
HUx ncnosp3oBaHMe B COYeTAaHUM C METOJaMHU COLMA/IbHON UHXKEHEPHUU YCUIUBaeT yoeAUTEeNbHOCTb
MOIIEHHHUYECKHUX CXeM, YTO NPUBOJUT K CyLleCTBeHHbIM (HUHAHCOBBIM NOTEPSIM U POCTy KHUbep-
npectynHocTH. CylecTByOlIMe NpaBOBble MeXaHU3MbI B 60JIbIIMHCTBE CTpaH, BK/Aovyas Kasaxcrah,
OCTalOTCA HEeJJOCTAaTOUYHBIMU AJ1 3QPeKTUBHOTO NPOTHUBO/€MCTBUS yKa3aHHBIM BbI30BaM.

llenbo ucciefoBaHUSl SBJSETCA KOMILJIEKCHbIA aHaju3 (OpM U MeXaHU3MOB NpPUMEHEHU:
JUNPeNKoB M COLMAJbHOM WHXEHepUUM B OHJIAWH-MOLIEHHWYeCTBe, BbIIBJ€HUE KJHYeBbIX
NPaBOBLIX NMPO6JieEM, MPENSITCTBYWOIIUX 60pbOe C HUMH, a Takxe pa3paboTka NpeaJioKeHUH 1o
COBEpILEHCTBOBAHHMIO 3aKOHOATe/IbCTBA U MHCTUTYLMOHAIbHBIX IPAKTHK.

Hay4Has HOBU3HA U NMpaKTUYeCKasi 3HAYMMOCTb PaboThl 3aK/I0YaI0TCsl B BbISIBJEHUH B3aMMOCBSI3U
MeX/y NCUXOJOTHUYeCKHMMHU MaHUNYJASALMUSMU U reHepaTUBHBIM WU, a Takxe B $opMyJHpOBaHUHU
pekoMeHJauu# A GOpMUPOBAHUSI HALlMOHAJIbHOW CTpaTeruu NpOTUBOJENCTBUSA KUOEpyrpo3aM.
MeTopmosioruyeckass 6a3a HcCJIeJOBaHMSA OCHOBaHA Ha KOMILJIEKCHOM aHAJMTHUYECKOM IOJXOJe,
BKJIIOYAKOIlEM M3yYeHHe NPHUMepPOB NPECTYNHOTO NpHUMeHeHUsl CUHTeTHYeCKUX MeJiha, CpaBHU-
TeJIbHbIA aHa/Iu3 MeXJYyHapOoJHOro M HALlMOHAJbHOTO 3aKOHOJATEe/NbCTBa, a TaKXe OILLeHKY
IIpeBeHTUBHBIX Mep.

Pe3ysibTaThbl MCCAe10BaHUs I0KA3a/Iy, YTO AUNPeNKH HCNO/b3YIOTCs 151 GUHAHCOBBIX MaXWHALUN
C MMHUTaLUeHd DPYKOBOAUTesJeH KOMIAHUH, 006Xoja CUCTeM OUOMEeTpPUYeCKOHW ayTeHTHHUKaLUH,
MHBECTULMOHHOI'0O MOLIEHHHUYEeCTBa C UCIOJb30BaHHEM 06pas3oB NMyOJIMYHBIX JIUL, a Takxe [JJf
HapyuleHuss KOHQUAEHIMaJIbHOCTU U BbIMOraTesbcTBa. OCHOBHBIMH NpPAaBOBBIMHU MNpobieMaMu
SIBJISIIOTCS CJI0XKHOCTH KBaJIMQUKAL MU TAKUX [IPeCTyJIEHUH, yCTAaHOBJIEHUS NOAJUHHOCTU LUPPOBBIX
JloKasaTeJIbCTB, TPAHCTPAaHUYHBIA xapakTep KubGepaTak M HeONpeAe/IEHHOCTb paclpejeseHus
OTBETCTBEHHOCTH MeX/y 3JIOyMbILUIJIEHHUKAMU U [UPPOBLIMHU IJIaTGOPMaMHU.
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3akJiloueHWe TMOATBEPXKJaeT HEeO0OXOJUMOCTb WHTErpaljdi TeXHOJIOTMYEeCKUX, NPaBOBBIX U
0o6pa3oBaTeJIbHBIX MepP: pa3paboTKa HHCTPYMEHTOB 0OHAPYKEHUsS U MapPKUPOBKH CUHTETHUYECKHUX
Me/iia, COBEPUIEHCTBOBAaHHUE YTOJIOBHOIO U MPOIECCYaJbHOTO 3aKOHO/IATeJbCTBA, FapMOHU3AIUA
MEeX/YHAapOAHbIX HOPM, a TaKXKe MOBbILIEHHE YPOBHS LUPPOBOM rpaMOTHOCTU HaceseHUs. Briaj
MccJieIOBaHUS 3aK/II049aeTcs B GOPMUPOBAHUHU TEOPETUUECKUX U TPAKTUYECKUX OCHOB /IJIsI CO3/JaHUSA
CHUCTEMHOTO OTBETA Ha YTPO3bl, CBA3aHHbIE C TEXHOJIOTUSIMHU IJIyGOKOr'0 CUHTE3a.

KnwuyeBble caoBa: aundelK-TeXHOJOTWH, COLUaJbHAs UHXEHEPHUs, OHJIAWH-MOIIEHHUYECTBO,
WCKYCCTBEHHBIN UHTEJ/IJIEKT, IPABOBbIe BbI30BbI, KHOEPNPECTYINHOCT.
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