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Abstract: The relevance of this study stems from the rapid development of digital
technologies and the introduction of generative artificial intelligence, which has given rise
to new forms of online fraud, particularly those involving deepfakes. These technologies,
capable of producing audio and video content that is virtually indistinguishable from
authentic sources, significantly enhance the manipulative potential of fraudulent schemes
and complicate their detection. Existing international and national legal mechanisms
remain insufficiently adapted to these emerging challenges.

The article aims to provide a comparative analysis of international and domestic
legal frameworks addressing online fraud involving deepfake technologies, to identify
legal gaps, and to suggest directions for their resolution. The object of the research is
deepfake technologies and social engineering in the context of fraud, while the subject
concerns criminal law mechanisms for their prevention and prosecution.

The methodological framework combines system and comparative analysis,
content analysis of legal instruments and academic literature, case studies, as well as
classification and generalization.

The findings indicate that international instruments, such as the Budapest
Convention, lack explicit provisions addressing deepfakes, thereby reducing legal
certainty and requiring expansive interpretation. At the domestic level, substantial
divergence is observed: while the United States, the United Kingdom, and the European
Union are developing specialized norms, post-Soviet jurisdictions predominantly rely
on general provisions on fraud and forgery. Judicial practice reveals difficulties in the
qualification of offenses, detection of synthetic content, forensic examination, and
ensuring consistency in enforcement.

The study concludes that effective responses require the elaboration of specialized
legal norms, the harmonization of international approaches, and the strengthening of
institutional cooperation. The practical significance lies in providing recommendations
for the modernization of national legal systems and the enhancement of international
efforts to counter transnational threats of online fraud facilitated by deepfake
technologies.
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International and domestic legal frameworks on online fraud and deepfake technologies: a comparative
criminal law analysis

Introduction

The rapid expansion of digital technologies is reshaping economic and social processes
while simultaneously altering the structure of criminal activity. Traditional strategies for
addressing cyber threats appear increasingly insufficient given the emergence of generative
artificial intelligence (Al), which is capable of producing synthetic audio and video content
that is nearly indistinguishable from authentic material. Under these conditions, criminal law
is confronted with qualitatively novel forms of illicit behavior for which appropriate legal
mechanisms are often lacking.

Evidence of rising threats to digital security is documented both in international statistics
and in empirical reports of financial losses. According to Europol [1], cybercrime in Europe
continues to grow, with Al-based technologies playing an increasingly significant role.
Comparable patterns are reported by the FBI Internet Crime Complaint Center [2], which
indicated that in 2021 alone, reported losses from internet fraud exceeded $6.9 billion, with
a large proportion involving advanced social engineering techniques. Such findings indicate
that cybercrime is transitioning from relatively simple schemes to more technologically
complex forms of deception that require specialized investigative and legal responses.

One critical element of this transformation involves the proliferation of synthetic media,
most commonly referred to as deepfakes. These applications rely on deep neural networks
and machine learning methods to generate audio and video content with high levels of realism.
Initially used in entertainment and digital modeling, deepfake technologies have rapidly
acquired criminogenic potential, serving as tools for online fraud. Recent evidence suggests
that deepfakes act as catalysts for increasingly sophisticated criminal strategies. Examples
include voice imitation of corporate executives, falsified video calls, and manipulated images
used to create fraudulent social media accounts. These practices enhance traditional forms
of deception while making detection more difficult for both victims and law enforcement.
Scholars have emphasized that synthetic media undermine trust in visual and auditory
sources of information, thereby creating risks not only for individuals and organizations but
also for broader social stability [3].

The accessibility of deepfake-generation software has further exacerbated the problem.
The production of such content needed specialized skills and powerful computers in the
past, but multiple free applications now make it accessible to criminals. The new technology
enables extensive distribution of digital scams, which demands a review of existing legal
systems for their effectiveness.

The online fraud enabled by Deepfake technology operates across multiple countries
because digital spaces eliminate geographical restrictions. Offenders use digital environments
to operate from various locations while hosting servers in foreign territories and using
anonymization tools that make it difficult to identify them. Research evidence shows that
cybercrime remains invisible because of its international nature. For instance, the Interpol
Global Crime Trend Report 2022 [4] noted that more than 60% of surveyed countries identified
financial fraud, phishing, online scams, and ransomware as high or very high threats. Yet
references to deepfake-related fraud remain limited, and the absence of clear legal definitions
intensifies uncertainty. At present, many jurisdictions rely on provisions originally designed
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for conventional fraud, privacy violations, or misappropriation of personal data, which do not
adequately capture the unique risks associated with synthetic media [5].

The lack of harmonized approaches produces jurisdictional gaps frequently exploited by
criminal groups. Differences in legal regimes complicate extradition, recognition of electronic
evidence, and the implementation of joint investigations. As a result, effective responses
to deepfake-enabled fraud cannot be achieved solely at the national level but require
institutionalized international cooperation. The global character of the problem further
underscores the necessity of examining legal frameworks at both universal and regional levels
and evaluating the extent to which existing mechanisms can support coordinated responses
to new digital threats [6].

Contemporary criminal law provisions on fraud and forgery were developed in the context
of traditional forms of crime and thus do not adequately account for the digital environment.
In practice, deepfake-related conduct is often prosecuted under general provisions addressing
fraud, unlawful use of personal data, or violations ofimage rights. The currentlegal frameworks
do not adequately protect society from synthetic media risks because these technologies can
compromise identification systems and judicial processes, and online communication. The
international legal framework does not contain specific rules about deepfake technology.
The Budapest Convention on Cybercrime (2001) and its 2021 Protocol focus on traditional
computer crimes instead of addressing modern digital threats. The current legal framework
creates uncertainty about liability because practitioners must use broad interpretations,
which results in inconsistent judicial decisions.

The current legal framework demonstrates an urgent requirement for a complete
theoretical framework that addresses how deepfake technologies change fraud practices.
A scholarly approach demands the development of precise definitions and new criteria for
qualification and clear definitions of legal responsibility. From a practical perspective, it
involves providing recommendations for policymakers and practitioners aimed at adapting
criminal law to emerging digital threats.

The development of such approaches carries dual significance. Nationally, it contributes to
the modernization of domestic legal systems and increases resilience against new forms of
crime. Internationally, it establishes a foundation for harmonization of legal practices, which
is essential given the cross-border nature of deepfake-enabled fraud. Consequently, research
in this area may serve as the basis for legislative initiatives and institutional reforms designed
to balance the protection of legal order with the safeguarding of fundamental human rights.

Methodology

The research material comprised academic publications, legal instruments, statistical
reports, and documented case studies, encompassing both qualitative and quantitative data.
The methodological framework included system analysis, which made it possible to examine
the issue as an interaction of technological, legal, and social factors; comparative analysis,
which facilitated the assessment of international approaches to regulation; content analysis
of academic, legal, and empirical sources; and case studies, which provided detailed insights
into specific instances of deepfake use in fraudulent schemes and their legal qualification.
In addition, methods of classification and typology were applied to systematize various
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forms of deepfake-related fraud, while synthesis and generalization were employed to
develop comprehensive conclusions and recommendations. The combined use of these
methods ensured a multidimensional perspective on the transformation of fraud under the
influence of deepfake technologies, allowing for the comparison of international practices,
the systematization of fraudulent models, and the elaboration of well-founded conclusions.

Findings/Discussion

The present analysis focuses on two interrelated phenomena that have become central to
contemporary criminal law scholarship. The first concerns online fraud, which is defined in
legal doctrine as the unlawful acquisition of property or other benefits through deception or
abuse of trust conducted in the digital environment using information and communication
technologies. For example, the Council of Europe’s Convention on Cybercrime (Budapest
Convention, 2001) includes provisions on computer-related fraud, defined as the intentional
causing of property loss to another through the input, alteration, deletion, or suppression of
computer data with fraudulent intent to secure economic gain [7].

Empirical evidence accumulated over recent decades indicates the wide variety of such
offenses, ranging from classical phishing and credential theft to more complex forms of social
engineering and manipulation of digital identifiers.

The second phenomenon involves deepfake technology, which consists of generative
artificial intelligence algorithms capable of synthesizing audio and video content that closely
replicates authentic sources. These applications have become feasible due to advances in deep
neural networks and deep learning methods, allowing for high levels of fidelity in imitating
human appearance and voice. Chesney and Citron provide a detailed analysis of how deepfake
technologies enable the production of media that appear to depict individuals performing or
saying actions that never occurred and how such outputs may be resistant to detection [8].

Although initially developed for entertainment and digital modeling purposes, these
technologies have rapidly acquired criminogenic potential. Their intersection with online
fraud is reflected in the way deepfakes serve as instruments for qualitatively enhancing
fraudulent practices. Whereas earlier forms of online fraud relied primarily on textual or
simple visual deception, synthetic media now permit real-time identity imitation, falsification
of evidence, and manipulation of victim trust at a substantially higher level.

This development generates a category of criminal conduct that extends beyond classical
understandings of online fraud and raises new issues for legal classification and international
cooperation in combating cybercrime. The emergence and rapid diffusion of generative
artificial intelligence technologies have altered both the form and scale of fraudulent activity
in digital contexts. The capacity to convincingly replicate visual and auditory characteristics
of specific individuals has increased the manipulative potential of fraud while complicating
detection by law enforcement. The integration of traditional social engineering with synthetic
mediaillustrates a qualitative shift from relatively rudimentary schemes to more sophisticated
models of criminal behavior.

The mostcommon types of deepfake technologies include video generation, audio synthesis,
and static image creation. Video deepfakes involve the substitution of an individual’s visual
identity in dynamic form. Through neural network algorithms, videos are produced in
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which one person’s face is superimposed on another's or an individual’s behavior is fully
simulated. The high degree of realism enables their use in falsifying video conferences, remote
identification processes, and other contexts in which visual presence is a key component of
trust.

Audio deepfakes are based on voice cloning and the reproduction of speech while retaining
distinctive vocal characteristics. Contemporary generative models can generate audio files
and streaming speech that are virtually indistinguishable from the original. The application of
this technology appears most often in fraud schemes, which require spoken communication
for tasks including financial transaction verification and corporate directive issuance and
personal interactions.

The static nature of image-based deepfakes includes photographs that people use to create
fake identification documents and social media profiles, and advertising content. The lack
of dynamic features in these images does not reduce their criminal potential because they
enable identity theft and digital service deception through biometric identification systems.
The different types of synthetic media serve as a foundation for various fraudulent activities
which will receive detailed analysis in the upcoming sections. A prominent example involves
the integration of deepfake into mechanisms of social engineering. By imitating the voice
of a corporate executive or other trusted figure, offenders can initiate telephone calls or
audio messages that induce recipients to authorize financial transfers or disclose sensitive
information. This strategy aligns with the category of “CEO fraud,” which has been widely
documented in corporate environments.

Video deepfakes are also employed in impersonation during remote negotiations and
online identification procedures. The use of an artificial interlocutor in a video conference,
or a generated likeness of a client during banking verification, complicates authentication. In
combination with phishing, these methods produce highly convincing deception scenarios in
which victims receive visually “verified” evidence of the counterpart’s authenticity.

The production of fake documents and fraudulent online accounts continues to use static
deepfakes as a tool. The creation of fake portraits that do not belong to actual people enables
the development of synthetic identities, which criminals use to get credit and create bank
accounts and conduct illegal financial activities. The combination of traditional identity theft
methods with deepfake technology makes it harder to detect and prevent such crimes.

Deepfakes present a major security risk because they can be used to create synthetic
content for mass communication attacks and cyberattacks. The use of synthetic content in
emails and social media, and messaging applications enables attackers to run phishing scams
against numerous users at once. Video and audio content that mimics real people in messages
proves more effective at deception because it outperforms traditional text-based messages.

The mentioned practices indicate deepfakes serve as tools to boost current fraud methods
while enabling the creation of novel criminal schemes. The criminological value of deepfakes
becomes more pronounced when social and economic operations shift to digital platforms,
which requires legal systems to adapt. Research shows deepfake technology has evolved from
theoretical threats to actual operational tools used in fraudulent schemes. The corporate
world demonstrates this threat clearly because attackers use fake audio and video recordings
of executives to carry out unauthorized financial transactions. In one 2019 case, £243,000
was stolen from a British energy company through the use of voice-cloning technology, where
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perpetrators convincingly imitated the German parent company’s chief executive officer to
instruct a subsidiary manager to authorize a payment [9].

Such incidents highlight vulnerabilities in corporate governance under conditions of digital
communication. The impersonation of private individuals through synthetic images or videos
also extends beyond corporate contexts. Falsified profiles created with deepfakes have been
used in social networks and online platforms for fraudulent purposes, including romance
and commercial scams, financial exploitation, and disinformation campaigns. The emergence
of “synthetic identities” compounds the risks associated with conventional identity fraud,
since their digital traces often appear authentic. Reports on deepfake threats have frequently
documented these concerns. For example, Europol’s Internet Organised Crime Threat
Assessment (IOCTA) 2020 emphasized the increasing risks linked to technologies capable of
producing realistic identity simulations and falsified audio-visual content [10].

Of particular concern is the integration of deepfakes into phishing mechanisms. The
attackers have used fake videos that mimic banking staff and government personnel to trick
victims into revealing their sensitive information. The attacks based on video deception
prove more successful than text-based scams, according to both observational data and
cybersecurity evaluations.

The research shows that deepfake fraud has evolved from single incidents into a
widespread pattern that affects economic and legal systems. The growing number of these
threats requires an assessment of current legal systems to determine their ability to handle
emerging security risks. The evaluation of international legal frameworks becomes essential
because they define minimum requirements for cybercrime prevention and establish how
countries can work together to fight cross-border online scams.

The international legal framework serves as the main authority for creating standardized
solutions to handle worldwide problems, including deepfake technology-based scams.
The worldwide nature of digital space makes national efforts insufficient, so universal and
regional legal instruments become essential for effective regulation. At the same time, the
existing framework remains fragmented and lacks specific provisions directly addressing
abuses involving synthetic media.

The most significant universal instrument is the Council of Europe’s Convention on
Cybercrime (Budapest Convention, 2001), which established comprehensive state obligations
to criminalize computer-related fraud, unauthorized access, data manipulation, and misuse
of devices [11]. Article 7 (“Computer-related forgery”) specifies liability for the creation
of “inauthentic data,” while Article 8 (“Computer-related fraud”) addresses property loss
through manipulation of computer data or systems. Although deepfakes are not explicitly
mentioned, these provisions can be applied when synthetic media are used as instruments
of conventional cybercrime. The Second Additional Protocol (2021) expanded cross-border
cooperation in obtaining electronic evidence, but likewise did not directly address generative
technologies.

Within the United Nations framework, digital crime is referenced in the UN Convention
against Transnational Organized Crime (2000), which sets out general obligations for
combating cross-border criminality and promoting international cooperation [12]. Additional
relevance is provided by documents concerning data protection and human rights, including
the General Assembly resolutions “The Right to Privacy in the Digital Age” (A/RES/68/167,
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2013; A/RES/71/199, 2016), which emphasize the need to safeguard fundamental rights in
online contexts [13].

Regional mechanisms also remain important. In the European Union, Directive 2013/40/
EU on attacks against information systems and the General Data Protection Regulation (GDPR,
2016) establish standards of security and protection of personal data [14; 15]. While neither
instrument explicitly references deepfake, both provide a foundation for addressing abuses
linked to synthetic media. Other regional organizations have likewise advanced initiatives: the
African Union adopted the Malabo Convention on Cybersecurity and Personal Data Protection
(2014) [16], and the Asia-Pacific Economic Cooperation (APEC) has undertaken efforts to
harmonize approaches to digital regulation.

Beyond binding treaties, soft-law instruments also exert influence. UNESCO’s Recommen-
dation on the Ethics of Artificial Intelligence (2021), endorsed by all member states, outlines
principles of transparency, accountability, and non-discrimination in Al development and use
[17]. Similarly, the OECD Al Principles (2019) emphasize safety, reliability, and human rights
protection in the application of artificial intelligence [18]. Viewed collectively, these soft-law
norms reflect a trend toward developing general approaches to the governance of generative
technologies, including deepfake, through ethical frameworks and interdisciplinary dialogue.
Although not legally binding, these instruments shape national legal systems and contribute
to the eventual inclusion of specific provisions in binding agreements.

Nevertheless, limitations remain evident. First, no existing international framework
contains explicit provisions on synthetic media. Most conventions and protocols focus on
traditional cybercrime, requiring expansive interpretation when applied to deepfake and
reducing legal certainty. Second, the transnational nature of deepfake-enabled fraud - where
offenders, servers, and victims may reside in different jurisdictions - renders territorial
jurisdiction ineffective. The lack of unified extradition standards and electronic evidence-
sharing mechanisms further complicates enforcement, as documented by law enforcement
agencies. Third, even among states party to the Budapest Convention, levels of harmonization
remain low, with differences in the definitions of computer-related fraud and related offenses
limiting recognition of judgments and joint investigations.

Taken together, these factors suggest that the existing international legal framework does
not provide sufficient adaptability to challenges associated with deepfake technologies. This
creates the need for additional codification and the development of specialized mechanisms
aimed at addressing synthetic media as tools of online fraud.

Analysis of national legal systems provides insight into the readiness of states to counter
deepfake-enabled fraud. While universal obligations exist, national criminal law ultimately
determines how offenses are classified and prosecuted. Comparative evidence demonstrates
considerable variation: some jurisdictions have introduced new provisions and initiatives,
while others rely on conventional fraud, forgery, or image-rights statutes.

In the United States, regulation has emerged at the state level. California’s AB 730 (2019)
prohibits the dissemination of manipulated audio or video content within 60 days of an
election for the purpose of deceiving voters [19]. Texas enacted SB 751 to prohibit the use
of deepfake in political advertising [20]. In 2025, Texas also passed SB 20 (“Stopping Al-
Generated Child Pornography Act”), which criminalizes the production and distribution of
Al-generated child pornography. At the federal level, the Take It Down Act was signed in May
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2025 to facilitate the removal of non-consensual intimate images and deepfake content from
online platforms.

In the United Kingdom, regulation remains based on the Fraud Act 2006 and the Computer
Misuse Act 1990, neither of which explicitly references deepfake. Nevertheless, in 2025, the
Ministry of Justice announced plans to criminalize the creation and dissemination of non-
consensual sexually explicit deepfake images [21]. Reports by the Law Commission (2022-
2024) similarly emphasized the need to reform legislation to address unauthorized creation
and sharing of intimate images, including deepfake [22].

In the European Union, regulation remains largely indirect. The GDPR (2016) provides legal
grounds for protecting individuals against the misuse of personal data, including voice and
image. Directive 2013/40/EU establishes liability for computer-related crime. Additionally,
the proposed Al Act, currently in the final stages of consideration, sets transparency and
accountability requirements for generative technologies. In the context of deepfake, these
initiatives lay the groundwork for the eventual introduction of explicit criminal law provisions
across EU member states.

Legal systems in the post-Soviet region are characterized by a conservative approach to
the classification of offenses involving deepfake technologies. Unlike the United States and
several European Union member states, where steps toward specialized provisions have been
undertaken, regulation in Russia, Kazakhstan, and other states of the region relies on general
provisions of criminal law.

In the Russian Federation, the use of synthetic media in fraudulent schemes is addressed
under general provisions on fraud in Article 159 of the Criminal Code, and may also fall under
statutes related to the unlawful use of personal identifiers (Articles 272, 273, 274 of the
Criminal Code) [23]. When images infringing personal rights are created or disseminated,
civil law provisions concerning honor, dignity, and business reputation (Article 152 of
the Civil Code) and rules regarding image rights are applied. No independent provision
specifically criminalizes the use of deepfake, forcing practitioners to rely on analogy or broad
interpretation.

A similar situation is observed in Kazakhstan. Article 190 of the Criminal Code defines
liability for fraud [24], while the use of deepfake for forgery or deception falls under general
provisions addressing property crimes and information security. Legislation regulating
digitalization and personal data likewise does not include specific references to deepfake,
creating difficulties for enforcement. Legislative proposals have been introduced to amend
Article 190 by including the use of artificial intelligence and deepfake as an aggravating factor
or as a separate offense [25].

Other states in the region, including Belarus, Armenia, and Uzbekistan, appear to lack
provisions explicitly addressing deepfake as a distinct legal category. Practitioners instead
rely on existing articles concerning fraud, forgery, personal rights, and reputation protection.

Judicial practice reflects the absence of systematic treatment of deepfake-related fraud.
While case law remains limited, individual cases highlight emerging issues. Internationally,
high-profile examples have involved voice synthesis in financial crimes. In 2021, in the United
Arab Emirates, a transfer exceeding $35 million was executed following a phone call in which
perpetrators imitated a company director’s voice and provided falsified correspondence [26].
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Although no completed trials have yet established precedent, such incidents have guided law
enforcement in classifying these offenses as fraud involving new technical means [27].

In the United Kingdom, case law involving deepfake has been largely limited to image
rights violations and dissemination of false materials. For an extended period, courts applied
general provisions on fraud and defamation. With the enactment of the Online Safety Act in
2023, and the criminalization in January 2025 of non-consensual sexually explicit deepfake
images carrying penalties up to imprisonment [21], the legal framework has begun to reflect
the specificity of the technology, though case law remains limited.

In the post-Soviet region, fraud-related cases involving deepfake remain isolated. In 2023,
the Moscow Arbitration Court reviewed a case concerning the unauthorized use of Keanu
Reeves’s likeness in a deepfake advertisement, awarding compensation for infringement of
copyright and related rights [28]. Fraud-related uses of the technology, however, continue
to be classified under general criminal provisions such as fraud or unlawful use of personal
data, without recognition of deepfake as a qualifying element.

In sum, these examples indicate that judicial practice does not yet provide a consistent
approach to the classification of deepfake-related offenses. The absence of specific provisions
compels courts to rely on expansive interpretation of existing statutes, reducing predictability
in enforcement and hindering the development of coherent judicial doctrine.

Comparison of national legal approaches demonstrates substantial variation in the degree
to which criminal law has been adapted to address fraud involving deepfake technologies.
In Anglo-Saxon jurisdictions such as the United States and the United Kingdom, as well
as within the European Union, there is a discernible trend toward the development of
specialized provisions and broader strategies for regulating artificial intelligence. Within
these systems, deepfake is increasingly recognized as a distinct regulatory object requiring
refined classification and targeted sanctions.

By contrast, in post-Sovietjurisdictions, criminal law remains primarily rooted in traditional
categories. Regulation continues to rely on general provisions concerning fraud, document
forgery, and violations of image rights, without explicit recognition of the technological
specificity of generative algorithms. As a result, enforcement frequently depends on an
expansive interpretation of existing provisions, which complicates the establishment of
consistent judicial practice.

The level of preparedness for digital evidence handling, together with the presence or
absence of specialized norms, determines the extent of regulatory asymmetry. Jurisdictions
that modernized their systems developed institutional frameworks to accept digital evidence
and perform forensic analysis for detecting tampering. The establishment of effective
prosecution faces challenges because states with underdeveloped regulatory systems are still
working to create these procedures.

The different approaches between jurisdictions prove that deepfake regulation lacks
worldwide standardization. The existing differences between jurisdictions create legal
ambiguities while criminals use these gaps to conduct international criminal operations
because they find vulnerabilities in national systems. The situation demands immediate
development of standardized international rules and unified national legal systems.

The analysis of comparative data shows that international commitments and domestic
programs have not successfully transformed the current legal system to effectively combat
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deepfake-related fraudulent activities. The legal system faces three major weaknesses because
it lacks dedicated provisions and fails to implement technical detection tools in forensic work
and lacks standardized international procedures for exchanging information and evidence.
The current limitations prevent the development of reliable enforcement methods that enable
transnational criminal activities to expand.

A particularly serious challenge involves the difficulty of establishing the use of synthetic
media in specific cases. Contemporary generative algorithms can produce images, video,
and audio recordings that are nearly indistinguishable from authentic sources. Traditional
forensic methods, designed to identify conventional document or file forgeries, are ill-suited
to detecting artificially generated material. Research in digital forensics has found that
even specialized detection algorithms demonstrate limited effectiveness, with problems of
generalization, dataset variability, and performance speed relative to generative models. For
example, a review in Deepfake video detection: challenges and opportunities [29] highlights
that “limited quality and diversity of labeled data, high dependency on computational
resources, and practical reliability all create significant obstacles” for robust detection of
deepfakes.

The absence of standardized forensic methodologies complicates evidentiary processes
in court. In most jurisdictions, digital evidence must satisfy criteria of reliability and
reproducibility, yet these criteria are often unmet in cases involving deepfake. Further
challenges arise in international cooperation, where differences in national standards hinder
recognition of forensic findings.

These considerations suggest a need for unified approaches to forensic identification of
deepfake. Effective solutions require collaboration among states, the research community,
and the private sector. Without such mechanisms, the capacity of criminal law to address
fraud involving synthetic media remains severely constrained.

One of the most significant challenges for enforcement remains the absence in most
national systems of provisions explicitly establishing criminal liability for the use of deepfake
technologies in fraudulent activity. Unlike traditional forms of forgery or deception, where
legal constructs are relatively settled, synthetic media generate novel circumstances that do
not align with established categories. Practitioners are therefore compelled to rely on analogy
or expansive interpretation, reducing the predictability of judicial outcomes and weakening
the principle of legal certainty.

Difficulties also arise in distinguishing deepfake-enabled fraud from related offenses.
Depending on the circumstances of a case, conduct may be classified as document forgery,
unlawful use of personal data, identity theft, or dissemination of false information. The
inconsistent application of legal standards makes it difficult to establish a unified approach,
which hinders the creation of a consistent judicial doctrine.

The majority of criminal codes lack detailed regulations about generative algorithms, which
makes it difficult to apply existing legal provisions to synthetic media. The legal standards
that were created for traditional forgery cases fail to work effectively when used to handle
synthetic media. Even in jurisdictions where normative adaptation is underway, no clear
definition of “deepfake” or criteria for its use in a criminal law context exist. This ambiguity
impedes the establishment of offense elements and hinders international harmonization.
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Findings suggest that addressing these gaps requires the development of specialized legal
norms that take into account both the technological features of deepfake and the need to
balance prosecution with protection of human rights, including freedom of expression and
privacy. Without such refinement, criminal law systems risk remaining insufficiently effective
under conditions of rapid digital transformation.

Beyond legal gaps, the use of deepfake in fraudulent contexts raises a broad range of ethical
and human rights concerns. The dual-use character of the technology - capable of serving
both innovation and abuse - intensifies the need for balanced approaches that protect against
misuse while preserving legitimate applications.

Central to this debate is the protection of image rights and personal integrity. Manipulation
of an individual’s appearance or voice without consent can produce severe consequences
for reputation, professional activity, and psychological well-being. In digital environments,
such harms acquire a transnational dimension, as synthetic content is not constrained by
territorial borders, complicating the enforcement of protective rights.

Another significant issue is the balance between combating abuse and safeguarding
freedom of expression. Deepfake may be employed in art, journalism, and political satire,
where overly restrictive regulation risks unwarranted interference with creativity and
information exchange. Accordingly, criminal law frameworks must account not only for
crime-control objectives but also for human rights obligations, including those enshrined in
the European Convention on Human Rights (1950).

The ethical framework includes two main aspects, which deal with discrimination and
public opinion manipulation. Deepfake technology enables users to spread fake information
and create artificial evidence, which damages public trust in judicial bodies and political
systems and news organizations. The breakdown of information reliability threatens
democratic principles and creates social instability in relationships between people.

Multiple factors demonstrate the requirement for legal systems to establish mechanisms
that unite criminological knowledge with technical expertise and ethical standards. A
complete solution that combines all necessary elements will protect fundamental freedoms
while providing effective solutions for emerging threats.

Online deepfake fraud requires international collaboration between countries for effective
prosecution and evidence sharing because it operates across national borders. Unlike
conventional offenses, which often remain within the jurisdiction of a single state, fraudulent
activity involving synthetic media frequently displays a distributed structure: offenders may
operate from one jurisdiction, servers hosting or distributing the content may be located in
another, and victims may reside in a third. Under these conditions, traditional principles of
territorial jurisdiction are insufficient to ensure effective enforcement.

A central difficulty arises from the fragmented character of national approaches to the legal
classification of deepfake-related offenses. In the absence of unified definitions and qualifying
elements, requests for mutual legal assistance and extradition encounter significant obstacles.
Even within the Budapest Convention framework, which remains the primary instrument
addressing cybercrime, no clear provisions explicitly regulate synthetic media. This gap
reduces the efficacy of inter-state cooperation, limiting opportunities for joint investigations
and prosecutions.
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Differences in procedural standards for admitting electronic evidence represent an
additional challenge. In some jurisdictions, strict admissibility and authenticity criteria
are applied, whereas in others such determinations remain subject to judicial discretion.
Consequently, evidence collected in one jurisdiction may be excluded in another, diminishing
the likelihood of successful transnational prosecutions.

Responsibility allocation between states and transnational digital platforms presents a
further unresolved issue. Platforms play a central role in the dissemination of synthetic media,
yet their obligations to prevent abuse lack uniform international codification. The absence of
a global mechanism for regulating platform responsibilities creates additional barriers to the
prevention and suppression of deepfake-enabled fraud.

The domain needs enhanced institutional power and standardized legal frameworks for
international cooperation to succeed. The absence of unified norms and procedures makes
states susceptible to transnational criminal activities that generative technologies enable.

Conclusion

Digital technology advancements combined with generative artificial intelligence have
revolutionized criminal activities by creating advanced online fraud schemes that utilize
deepfake technology. The ability to generate realistic audio and video content through these
technologies makes fraud more deceptive and harder for law enforcement to detect. As
demonstrated by recent cases, deepfakes are used to impersonate executives, falsify video
communications, fabricate documents and “synthetic identities,” and reinforce phishing
campaigns, thus posing a serious threat to individuals, organizations, and broader societal
stability.

The analysis has shown that existing legal frameworks atboth the international and national
levels remain insufficiently adapted to these developments. International instruments such as
the Budapest Convention do not contain provisions specifically addressing deepfake, which
forces reliance on expansive interpretation and reduces legal certainty. National jurisdictions
demonstrate wide variation: while some legal systems, notably those of the United States
and the United Kingdom, have initiated the development of specialized norms, others -
including states of the post-Soviet region — continue to rely on general provisions on fraud,
forgery, and image rights. The lack of standard definitions and qualifying criteria for deepfake
offenses creates difficulties for judicial operations while blocking the development of unified
enforcement strategies.

The transnational nature of deepfake-enabled fraud creates additional difficulties because
it crosses borders and makes it difficult to apply traditional jurisdictional rules effectively.
The detection of falsified content becomes challenging for forensic practice because standard
methods fail to identify sophisticated synthetic media and specialized detection algorithms
struggle with reliability and practical implementation and generalization. The use of deepfake
technology creates multiple ethical problems, which include protecting personal images and
voices and maintaining privacy rights and finding a balance between crime prevention and
free speech protection.

A complete solution to these problems needs to unite legal aspects with institutional
frameworks and technical solutions and ethical considerations. The development of exact legal
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definitions for deepfake technology requires the simultaneous implementation of specific laws
that penalize deceptive deepfake applications. The international community needs to create
standardized legal frameworks while developing better systems for cross-border cooperation
through mutual legal assistance and extradition and electronic evidence sharing and digital
platform responsibility definitions. States and the scientific community and the private sector
need to work together to develop forensic methods that detect synthetic content reliably.
Legal frameworks need to protect fundamental human rights while implementing deepfake
regulations because such measures should not restrict artistic or journalistic or political uses
of synthetic media.

These combined actions will help nations update their laws and build stronger defenses
against new criminal activities while establishing unified global strategies to combat deepfake
technology threats.

This research was funded by the Science Committee of the Ministry of Science and Higher
Education of the Republic of Kazakhstan (Grant No. AP26103625 «Online fraud using deepfake-
technologies and social engineering: problems of criminal law counteraction, prospects for
legislative regulation»).
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OHJIaliH aJTasIKTHIK eH AundelK TEXHOJIOTHAIAPbIHBIH, XaJbIKapaJibIK K9He imKi
MeMJIEKETTiK KYKBIKTBIK LIeHGepJiepi: KbIJIMBICTBIK 3aHHAMaHbI CaJIbICThIPMaJIbl-KYKBIKTBIK,
Tangay

Anjgarna: 3epTTeyaiH 63eKTiiri [UPJIBIK TEXHOJIOTUAIAPAbIH XbLJI/[aM JJaMybl MeH FeHepaTUBTI
»KacaH/Jbl MHTEJJIEKTTIH, eHrisisyiMeH allKplHAaJaAbl. Bys »kaFfail oHalH-aJlasgKTBIKTBIH KaHa
TYpJiepiHiH, COHBIH iWinge AundelkTepi Ko/AAaHY apKblibl KacajlaTblH KbIJIMBICTAapAbIH Naiija
6osyblHa asblll Keazi. lIpiHalibl KOHTEHTTEH aXbIpaTy KHUBIH ayAuo XKoHe OeliHeMaTepHUasgap/bl
Kypa ajlaThIH O6YJ1 TEXHOJIOTHUAIAP KbIJIMBICTBIK CXeMaJslap/blH MaHUIYJSTUBTIK dJleyeTiH KylleHTimn,
0JIapAblH dIIKepeseHYyiH KubIHAaTaZbl. KosjaHbICTaFbl XaJblKapaJblK KoHe YJIATTBIK KYKBIKTBIK
TeTiKTep MYH/Jall CbIH-KaTepJiepre XeTKiAiKTi 6eliMaenMereH.

MakasiaHblH, MakKcaThl - gundelkTepi KoJJaHAaTblH OHJIAWH-aJassKThIKKA Kapchbl iC-KUMBbLIJbI
peTTeNTIH XaJbIKapaJblK KoHe YJITTBIK KYKbIKTBIK Heri3/lepAi ca/blCTbIpMasbl Talay, KYKbIKTaFbl
OJIKBLJIBIKTAp/bl aHBIKTAY »KoHe 0J1apAbl KOIAbIH, 6aFbITTApbIH YCbIHY. 3epTTeY HbICAHbl — OHJIAlH-
aJasgKTBIKTaFbl JUNPENK TeXHOJOrUsaapbl MeH dJleyMeTTiK UHXKeHepUs, 3epTTey NaHi — oJapAbl
LIeKTey/iH KbIJIMBICTBIK-KYKbIKTBIK TeTIKTepi.
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9/JlicTeMestik 6a3a Kyiesi )KaHe caJbICThIpMaJbl Tal/Jay, KYKbIKTBIK aKTijiep MeH aKaJleMUSIJIbIK
eHOeKTepAiH KOHTeHT-TalJaybl, KEUC-CTaZH, COHIAN-aK KJacCHPUKALMs KoHe KaJIIbLIay aaicTe-
piHeH TypaJbl.

HoTwmkesep xasblKapaJblK, Ky»KaTTap/a, MbIcasbl, bylanemT KOHBEHIUACBIHAA, AUIPERKTEepre
KaTbICThI TiKeJiel HopMaJiapiblH *KOKTbIFbIH KOpceTTi. ByJl KYKbIKThIK alKbIHJbIKTbI TOMEH/IeTe i.
YATTBIK KYKbIKTBIK XKyHesep/ie alTapJ iblKTal allbipManiblabiKTap 6ap: AKI, Yasi6puTanus xkaHe EO
apHailbl HopMaJiap/bl 93ipJieye, ajJ NOCTKEHECTIK eJiiep HeTi3iHeH anasKThIK NeH KOJIAaH Kacayfa
KaTbICThI KaJ/lllbl epexesiepre cyieHeai. CoT TaxipubeciHiH TajAaybl KblJIMbICTAPAbI capajayza,
CUHTEeTHUKAJIbIK KOHTEHTTI aHbIKTay[ad, capanTaMaJjap >XYpridyZe >oHe KYKbIK KOJJaHY/bIH
6ipi3AiniriH KaMTaMachl3 eTy/le KUbIHbIKTap/bl allKbIHAANWAbI.

Maxkasiafa apHaiibl HOpMaJiap/ibl 93ipJieyAiH, XaJlblKapaJlblK TICIAAep/i YIUJIeCTipyAiH :KoHe bIHThI-
MaKTaCTbIKThl UHCTUTYIIMOHA/Ibl HbIFAUTY/bIH, KQXKETTIJIri aTan eTisiefi. 3epTTey/liH, NPaKTUKaJbIK
MaHbI3bl — VITTHIK KYKbIKTBIK KyHesepAi *KaHFbIPTYFa KoHe TPAHCYATTHIK U PJIbIK aJasgsKThIKKA
KapChl KYPECTiH THIMiJIITiH apTThIpyFa 6aFbITTAJFaH YChIHBICTAP/bI KAJIBIIITACTHIPY.

TyiiH ce3aep: nundelK-TexXHOJOTUANADP, OHJANUH aNasKThIK, KbIJIMbICTbIK KYKbIK, KYKbIKTBIK
Heriszep, »kacaH/ bl UHTEJJIEKT.

K.M. busep
Konnedice kpumuHoozuu u y20.108H020 npagocydus Yuusepcumema wmama ®aopuda,
CLIA, daopuda
(e-mail: kevinmbeaver@hotmail.com)

Me:xayHapoAHbIe M BHYTPUTOCyJapCTBEeHHbIe IPAaBOBbIe PAMKHU OHJIAaWH-MOIIEeHHUYEeCTBa U
TEeXHOJIOTU# AundelK: CPAaBHUTE/JIbHO-NPAaBOBOI aHA/INU3 YT0JI0BHOT0 3aKOHO/aTe/1bCTBa

AHHOTanUA: AKTYa/IbHOCTb UCCJIeJOBAaHUSA OINpeessieTCs CTPEMUTENbHBIM pa3BUTHEM LU PO-
BbIX TEXHOJIOTUH W BHeJ[peHHEeM TeHepaTUBHOTO UCKYCCTBEHHOI'0 HMHTEJJIEKTA, YTO O06GYCJIOBUJIO
NosiBJIeHHEe HOBbIX GOPM OHJIAWH-MOLUIEHHUYECTBA, B YACTHOCTH C MCIOJIb30BaHUEM JUNPENKOB.
ITH TEXHOJIOTHUHU, CIIOCOGHBbIE CO3/]laBaTh ayAu0- W BUJEOKOHTEHT, MPAaKTUYECKH HEOTJUYUMbIN
OT OpUTHHA/Ia, 3HAYUTEJbHO YCUJIUBAKT MaHUMYJSATHBHBIA MOTEHI[MAJ MPECTYMHBIX CXeM U
3aTPYAHSAIOT WX BblABJeHHe. CylleCcTByWIHe MeXJAyHapoJHble W HalMOHaJIbHble MpPaBOBbIE
MexXaHU3Mbl 0Ka3bIBAKTCS HEOCTATOYHO MO/JJrTOTOBJEHHBIMU K TAKUM BbI30BaM.

[lesb cTaTbM 3aKJ/IOYAeTCd B NPOBEJEHUH CPAaBHUTEJNbHOTO aHa/M3a MEXAYHAapOJHBbIX U Ha-
IIMOHA/IbHBIX TMPABOBBIX PaMOK, PETyJHPYIOLUIUX MNPOTHUBOAEUCTBHE OHJIAWH-MOIIEHHHUYECTBY C
npUMeHeHHeM AUNPENKOB, a TaKKe B BbIsIBJIEHUM IPOOGEJIOB U BbIpaboTKe HalpaBJeHUH UX yCTpa-
HeHHsA. OGbEKTOM HUCCIeIOBAaHUSA BbICTYNAOT TEXHOJOTHH AUNPENKOB U COllMaJbHAsi HHXXEHEPUs B
KOHTEKCTe MOLIeHHUYEeCTBa, MPeJJMETOM — YTOJIOBHO-IIPAaBOBble MEXaHU3MbI X IIpeceyeHuUs.

MeTozoJsiornyeckasi 6a3a MCCJIeJOBAaHMUS BKJIIOYAET CHCTEMHbIM M CpPaBHUTEJbHbIA aHaJIU3,
KOHTEHT-aHa/IM3 MPaBOBbIX aKTOB M aKaJeMHYECKHX MyOJHUKaIlUH, MEeTOJ Kehc-CTaJu, a TaKxkKe
KJIaccupUKaIHIo U 06061eHHeE.

Pe3y/ibTaThl MMOKa3bIBAlOT, YTO MEXAYHapoJHble J[JAOKYMEHTBI, TakKuWe Kak bByjgamemtckas
KOHBEHIIUs], HE COZlep>KaT NMPsSMbIX IOJIOXKEHUH, KacarIuxcs AUNPpEeHKOB, YTO CHUXKAET MPaBOBYIO
onpezaeséHHOCTb. HaljnoHa/IbHbIE PAaBOBbIE CUCTEMBI J€EMOHCTPUPYIOT 3HAUYUTE/IbHbIE PA3JIUYUMSA:
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CIIA, Benuko6putanusi u EC pa3pabaThiBalOT clelndaJu3upOBaHHblE HOPMbI, TOT/Ia KaK CTPaHbI
NOCTCOBETCKOTO pervoHa IoJIaraloTcsd Ha O0OLHe IOJIOXKEHHWS O MOLIeHHUYeCTBe U MOAJIOTe.
AHanus cye6HON NPAKTUKHU BBISBJSAET CJA0KHOCTU KBaJUUKALUKU JesHUN, yCTaHOBJeHUsA paKTa
MCII0JIb30BAaHUSI CUHTETUYECKHUX MeJua, IPOBeJleHHUs] IKCIepTU3 U obecreyeHUs eJUHO06pa3us
IIpaBONpUMEeHeHH .

BriBoAbl CTaTbU aKLEHTUPYIOT HEO06XOAMMOCTb pa3paboTKU ClielHaJu3UPOBAHHBIX HODM,
rapMOHHU3aL MU MeX/AYHapOJHbIX IOAX0A0B U HHCTUTYLIMOHAJIBHOTO YKpeIllJIeHUs COTPyJAHHUYeCcTBa.
[IpakTHyeckass 3HAYMMOCTb HCCJe[0BaHUA 3aKJjldaeTcss B GOPMHUPOBAHUM peKOMeHJALuH [
MOJepHHU3alMM HaLMOHAJbHBIX CHCTeM U MNOBbILIeHUS 3QPEeKTUBHOCTH O6OPBOBI C TpaHCHA-
[JMOHAJIbHBIMH YIrpo3aMHy [UPPOBOro MOLIeHHUYECTBa.

KiouyeBble caoBa: nundeiK-TexHOJOTHUH, OHJIAaWH-MOIIEHHUYECTBO, YTOJIOBHOE MPaBO, MPaBo-
Bble PaMKH, UCKYCCTBEHHBIN UHTEJJIEKT.
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